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Preface

DialWatt brings the SemDial Workshop on the Semantics and Pragmatics of Dialogue back to Edinburgh,
where the sixth meeting - EDILOG - took place in 2002. The current edition of SemDial is hosted by
Heriot-Watt University. The return to Edinburgh has given us opportunity to colocate SemDial with a
number of other events, including RO-MAN 2014, the IEEE International Symposium on Robot and
Human Interactive Communication, the RefNet summer school and workshop in Psychological and Com-
putational Models of Language Production, and AMLaP 2014, the annual conference on Architectures
and Mechansims for Language Processing.

We received a total of 31 full paper submissions, 17 of which were accepted after a peer-review pro-
cess, during which each submission was reviewed by a panel of three experts. We are extremely grateful
to the Programme Committee members for their very detailed and helpful reviews. In response to the
call for abstracts, we received a total of 34 abstract submissions describing ongoing projects or system
demonstrations, of which 32 were accepted for poster presentation.

All accepted full papers and poster abstracts are included in this volume. The DialWatt programme
features four keynote presentations by Holly Branigan, Jon Oberlander, Matthew Purver and Michael
Schober. We thank them for participating in SemDial and are honoured to have them at the workshop.
Abstracts of their contributions are also included in this volume.

DialWatt has received generous financial support from the EU FP7 PARLANCE project, the Scottish
Informatics & Computer Science Alliance, and the School of Mathematical and Computer Sciences
(MACS) at Heriot-Watt University which hosts the event, we are very grateful for this sponsorship. We
have also been given endorsements by the ACL Special Interest Groups: SIGdial and SIGSEM.

Last but not least we would like to thank the following people for their tireless work, Arash Eshghi who
helped with all aspects of the local organisation, Mary Ellen Foster our local events organiser, and Andy
Taylor for developing and maintaining the website, as well as Christine McBride from the MACS school
office.

August 2014 Philippe Muller
Edinburgh & Toulouse Verena Rieser
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Holly Branigan
Professor for Psychology, University of Edinburgh

Say as I say: Alignment as a multi-componential phenomenon

Converging evidence from an ever-increasing number of experimental and observational
studies suggests that people converge many aspects of their language (and other behaviour) when they
interact. What is less clear is why such alignment occurs, and the function that it plays in
communication. Discussions of individual instances of alignment have tended to appeal exclusively to
one of three explanatory frameworks, focusing on social relationships between interacting agents,
strategic maximisation of mutual understanding, or automatic linguistic priming behaviours. Each
framework can satisfactorily explain some observed instances of alignment, but appears inadequate to
explain others. I will argue that alignment behaviours are best characterised as multi-componential,
such that all three kinds of mechanism may potentially and simultaneously contribute to the
occurrence of alignment, with the precise contribution of each depending upon the context and aspect
of language under observation. However, evidence from studies of typically developing children and
speakers with Autistic Spectrum Disorder suggest that a tendency to align language may be in some
sense ‘wired in’ at a very basic level, and that both the ability to suppress this reflex and the ability to
strategically exploit alignment for social or communicative ends may be later acquired and
superimposed on top of this basic and reflexive tendency.



Jon Oberlander
Professor of Epistemics in the University of Edinburgh

Talking to animals and talking to things

I will argue that to build the diverse dialogue systems that will help us interact with and
through the Internet of Things, we need to draw inspiration from the dizzying variety of
modes of human-animal interaction. The Internet of Things (IoT) has been defined as “the set
of technologies, systems and methodologies that underpins the emerging new wave of
internet-enabled applications based on physical objects and the environment seamlessly
integrating into the information network”. Although there is a technical view that the IoT will
not require any explicit interaction from humans, it plausible to assume that we will in fact
need to develop appropriate mechanisms to translate, visualise, access and control loT data.
We thus need to develop new means for humans to have ‘words with things’. Some building
blocks are already in place. Back in 2006, Bleecker proposed the ‘blogject’, an object that
tracks and traces where it is and where it’s been, has an embedded history of its encounters
and experiences, and possesses some form of agency, with an assertive voice within the social
web. In the last four years, this vision has been brought closer to reality through significant
work on the “social web of things”. But something is missing. The IoT will surely contain a
huge variety of things, some with real intelligence and flexibility, and others with only
minimal agency; some we will want to talk to directly; others will be too dull to hold a
conversation with. Ever since Shneiderman’s advice to the HCI community, we have
struggled with the idea that if a system can sustain a multi-step dialogue, it must have human-
level intelligence. So, in developing new ways to interact with the pervasive IoT, we must
look beyond human-human interaction for models to guide our designs. Human-pet
interaction is an obvious starting point, as in the work of Ljungblad and Holmquist, and recent
projects on robot companions have already developed this line of thinking. However, pets
represent just one point on the spectrum of human-animal interaction. Animals vary from
wild, to feral, to farmed or caged, to working, through to domestic. Their roles include:
companions (e.g. pets), providing aid and assistance (e.g. guide dogs), entertainment (e.g.
performing dolphins), security (e.g. guard dogs), hunting (trained predators pursuing
untrained prey), food (e.g. livestock), and scientific research participants (e.g. fruitflies). If we
take into account the types and roles of the animals with which humans already interact, we
can take advantage of existing understanding of the breadth of human-animal interaction, and
evolve a rich ecosystem of human-thing dialogue systems.



Matthew Purver
Senior Lecturer, Cognitive Science Research Group, Queen Mary, University of London

Ask Not What Semantics Can Do For Dialogue - Ask What Dialogue Can Do For Semantics

Semantic frameworks and analyses are traditionally judged by sentential properties: e.g. truth
conditions, compositionality, entailment. A semantics for dialogue must be consistent not only
with these intrinsic properties of sentences, but with extrinsic properties: their distribution,
appropriateness or update effects in context. The bad news, of course, is that this means our
analyses and frameworks have to do more, and fulfilling these requirements has been the aim of a
great deal of productive and influential research. But the good news is that it also means that
dialogue can act as a "meaning observatory", providing us with observable data on what things
mean and how people process that meaning -- data which we can use both to inform our analyses
and to learn computational models. This talk will look at a few ways in which we can use aspects
of dialogue --- phenomena such as self- and other-repair, situation descriptions, the presence and
distribution of appropriate and informative responses --- to help us choose, learn or improve
models of meaning representation and processing.

This talk describes joint work with a number of colleagues, but particularly Julian Hough, Arash
Eshghi and Jonathan Ginzburg.



Michael Schober
Professor of Psychology, New School for Social Research

Dialogue, response quality and mode choice in iPhone surveys

As people increasingly communicate via mobile multimodal devices like iPhones, they are
becoming accustomed to choosing and switching between different modes of interaction:
speaking and texting, posting broadcast messages to multiple recipients on social media sites,
etc. These changes in everyday communication practices create new territory for researchers
interested in understanding the dynamics of dialogue. This talk will describe studies of 1200+
survey respondents answering survey questions from major US social surveys, either via
voice vs. SMS text (native iPhone apps) and either with human vs. automated interviewers;
because the studies contrast whether the interviewing agent is a person or automated and
whether the medium of communication is voice or text, we can isolate effects of the agent and
the medium. The studies measure completion rates, respondent satisfaction and response
quality when respondents could and could not choose a preferred mode of responding;
response quality was measured by examining “survey satisficing” (taking shortcuts when
responding—providing estimated or rounded vs. precise numerical answers, and
“straightlining”—providing the same responses to multiple questions in an undifferentiated
way), reports of socially desirable and sensitive behaviors, and requests for clarification.
Turn-taking structure in text vs. voice is, of course, vastly different, with notably longer
delays between turns in the asynchronous text modes, and greater reported multi-tasking
while texting; and there were some notable differences in texting and talking with human vs.
automated interviewers/interviewing systems. But the overall findings are extremely clear:
notably greater disclosure of sensitive/embarrassing information in text vs. voice, independent
of whether the interviewer is human or automated; and less estimation/rounding in text vs.
voice, again independent of whether the interviewer is human or automated. The opportunity
to choose a mode of interviewing led to improved satisfaction and improved response quality,
with more respondents choosing text than voice. The findings suggest that people
interviewed on mobile devices at a time and place that is convenient for them, even when they
are multitasking, can give more trustworthy and accurate answers than those in more
traditional spoken interviews. Survey interviews are a very particular kind of dialogue with
particular constraints, but they are a useful laboratory for deeper understanding of the
dynamics and pragmatics of dialogue.
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Referring Expressions in Discourse about Haptic Line Graphs

Ozge Alacam
Department of Informatics
University of Hamburg
Hamburg/Germany

alacam@informatik.
uni-hamburg.de

Abstract

Statistical line graphs are widely used in mul-
timodal communication settings and they are
crucial elements of learning environments. For
visually impaired people, haptic-audio inter-
faces that provide perceptual access to graph-
ical representations seem as an effective tool
to fulfill these needs. In an experimental study,
we investigated referring expressions used in a
collaborative joint activity between haptic ex-
plorers of graphs and verbal assistants who
helped haptic explorers conceptualize local
and non-local second-order concepts (such as
extreme values, trends, or changes of trends).
The results show that haptic exploration
movements evoke deictically referential links
that are essential for establishing common
ground between explorers and assistants.

1 Comprehending Graphs through
Different Modalities

Data visualization aims at (re-)presenting data so
that humans more easily access certain aspects of
them (such as trends or anomalies) for thinking,
problem solving and communication (Tufte
1983, Kosslyn 1989, 2006, Hegarty 2011, Ala-
cam, et al., 2013). Among many specific types of
representational modalities (such as sketch maps,
statistical graphs and schematic diagrams), statis-
tical line graphs have found a widespread use in
various daily life and professional settings. For
making statistical graphs accessible to visually
impaired people, technologies ranging from pure
tactile graphs to verbal summaries (Demir et al.,
2012) have been proposed. However, haptic
presentations of graphs (henceforth, haptic
graphs) provide a suitable means for visually
impaired people to acquire knowledge from data
sets, when they are integrated in hybrid systems
that employ auxiliary modalities to the haptic-

Cengiz Acartiirk
Cognitive Science
Middle East Technical
University, Ankara /Turkey

acarturk@metu.edu.tr

Christopher Habel
Department of Informatics
University of Hamburg
Hamburg/Germany

habel@informatik.
uni-hamburg.de

tactile modality, such as sonification and verbal
assistance (Abu Doush et al., 2010; Ferres at al.,
2013).

Users can explore haptic graphs by hand-
controlling a stylus of a force-feedback device,
for instance a Phantom Omni® (recently Ge-
omagic® Touch™, see Figure 1.a), which yields
information about geometrical properties of
lines. Compared to visual graphs, one drawback
of haptic graphs is the restriction of the haptic
sense in simultaneous perception of spatially dis-
tributed information (Loomis et al, 1991). Com-
prehension of haptic line graphs is based on ex-
plorations processes, i.e. hand movements trac-
ing lines, with the goal to detect shape properties
of the graph line explored. The recognition of
concavities and convexities, as well as of maxi-
ma and minima, is of major importance (see Fig-
ure 1.b for a sample haptic line graph).

(@) (b)
Figure 1. (a) Phantom Omni® device and visualiza-
tion in a geometry domain (see, Kerzel & Habel,
2013, Fig. 1), (b) sample haptic graph

Although simple line graphs are often considered
as a graph type easy to comprehend haptically,
there are some critical problems about haptic
representation of simple line graphs: Whereas it
is only moderately difficult to comprehend the
shape of a simple graph line with a single (glob-
al) maximum haptically, graphs with several lo-
cal maxima require additional assistance for most
users of haptic graphs. Providing additional in-
formation, such as aural assistance through the
auditory channel, has been proved to be helpful
for resolving some difficulties in haptic graph
exploration (cf. sonification, Yu and Brewster,
2003). We propose to use speech utterances (i.e.



verbal assistance) to support—for example—the
detection and specification of local and global
extrema of graph lines, or other shape based con-
cepts.

For designing haptic graph systems, which are
augmented by computationally generated verbal
assistance, it is necessary to determine which
information, depicted by the graph or by its seg-
ments, are appreciated as important by haptic
explorers. In this paper we focus on the use of
referring expressions within dialogues in collab-
orative haptic-graph exploration-activities be-
tween blindfolded haptic explorers and seeing
verbal assistants. The analyses of these joint ac-
tivities provide crucial insight about how haptic
explorers acquire high-level information from
haptically perceived graphs. Moreover, they also
provide the empirical basis (i.e. which spatial
content should be verbalized) for our long-term
goal: the realization of a cooperative system
providing blind graph readers with verbal assis-
tance (Habel et. al., 2013, Acartiirk et. al, 2014).

1.1 Shape in Line Graphs: Perception,
Cognition and Communication

Graph lines inherently convey shape information,
namely information about convexities and con-
cavities, about straightness, angles, and vertices.
These are evoked in visual perception by visually
salient graph-shape entities, in particular by cur-
vature landmarks, positive maxima, negative
minima, and inflections (Cohen & Singh, 2007).

From the perspective of a seeing human who
describes a line graph, salient parts of the graph
line are primary candidates to be referred to. In
other words, referring expressions are evoked by
visually salient graph entities. The conceptual
inventory for verbalizing line-graph descriptions,
as well as trend descriptions, has to fulfill re-
guirements from language and perception. Since
graph lines can be seen as a specific type of 2D-
contours, we include some concepts proved as
successful in visual shape segmentation into the
inventory of spatial concepts, namely Cohen and
Singh’s curvature landmarks (2007). In addition
to Cohen-Singh landmarks, the case of graph
lines requires graph-line specific types of curva-
ture landmarks: since graph lines are finite and
not closed, two types of endpoints (left vs. right)
have to be distinguished.

In haptic graph exploration the shape of the
graph line is a major property for identifying ref-
erents by distinguishing it from its distractors.
Additionally, certain aspects of graph segments
(such as inflection points that show smooth

change) are more difficult to acquire in the haptic
modality than in the visual modality, largely due
to the sequential and local perception with a nar-
row bandwidth of information in the haptic mo-
dality (Habel et. al., 2013). Finally, previous re-
search has shown that not only saliency in the
domain of discourse via the linguistic context but
also saliency in the visual context influences
humans’ choice of referring expressions (Fuku-
mura et al, 2010).

Haptic assistive systems that take shape prop-
erties of graphical representations into account in
design process have been scarce except for a few
instances (e.g. see Ferres et al., 2013; Wu et al.,
2010). Additionally, there is still a lack of re-
search on the role of shape comprehension in
haptic graph exploration. Since the current state-
of-the art haptic graph systems would benefit
from providing verbal descriptions of shape
properties and shape entities, we focus in this
paper on the use of referring expression to these
entities in collaborative graph explorations.

1.2 Assisted Haptic Graph Exploration: A
Joint Activity Approach

Verbally assisted haptic graph exploration can be
seen as a task-oriented collaborative activity be-
tween two partners, a (visually impaired) explor-
er (E) of a haptic graph and an observing assis-
tant (A) providing verbal assistance (see Figure
2). Sebanz and colleagues (2006), who focus on
bodily actions, describe joint actions as follows:
“two or more individuals coordinate their actions
in space and time to bring about change in the
environment”. In contrast to this characteriza-
tion, the joint activities that we focus on shall
bring about changes in E’s mental representa-
tions. To reach this goal, E and A have to estab-
lish common “understanding of what they are
talking about” (Garrod & Pickering, 2004).

Common Perceptual Field
Haptic -

Interface---

,@ —0
Haptic Explorer (E) Observing Assistant (A)

Figure 2. Assisted haptic graph exploration, a joint
activity

A and E share a common field of perception,
namely the haptic graph, but their perception and
comprehension processes differ substantially.
For example, while E explores the highlighted,
black segment of the haptic graph, A perceives
the global shape of the graph, in particular, A is



aware of shape landmarks and line segments. For
example, when E explores the first local maxi-
mum followed by a local minimum (see Figure.
2), E does not have information about the global
maximum, which is already part of A’s
knowledge. Therefore, E and A have different
internal representations of the graph line, and A’s
referring to the graph could augment E’s internal
model substantially. For example, uttering “Now
you have reached the heights of the last peak”
would provide E with additional information.
Another suitable comment would be “You are in
the increase to the population maximum”, or
even “You are in the increase to the population
maximum of about 90, that was reached in
1985”. Since verbal assistance is a type of in-
struction, overspecified referring expressions are
adequate for our domain (see Koolen et al.,
2011).

The success of the joint activity of explorer E
and observing assistant A in general, and also the
success of A’s utterances in particular, depends,
on the one hand, on joint attention (Sebanz, et
al., 2006), and on the other hand, on the align-
ment of the interlocutor’s internal models, espe-
cially on building implicit common ground (Gar-
rod & Pickering, 2004). Since E’s internal model
of the activity space, i.e. the haptic graph and E’s
explorations, is perceived via haptic and motor
sensation, whereas A’s internal model of the
same space is build up by visual perception, sim-
ilarities and differences in their conceptualization
play the central role in aligning on the situation-
model level.

The assisted haptic graph explorations we dis-
cuss in this paper can be conceived as an asym-
metric joint activity: firstly, the participants have
different activity roles (explorer vs. assistant), as
well as different sensor abilities; secondly, the
participants were told that E should initiate the
help request and A should provide help based on
explorer’s need. Although the dialogues accom-
panying haptic explorations are—in principle—
mixed-initiative dialogues, explorer-initiatives
are the standard case.

Haptic explorers’ contributions to the dialogue
are given concurrently to their exploration
movements. Thus, for the observing assistant, the
referring expressions produced are accompanied
with the current exploration point on the graph.
In other words, E’s exploration movement
evokes deictically a referential link—analogue to
Foster and colleagues’ (2008) haptic ostensive
reference. And thus, common ground is estab-
lished and the given-new contract between E and

A is fulfilled (Clark and Haviland, 1977; Clark
and Brennan, 1991). In the following turn, A is
expected to provide most helpful and relevant
information for E at that particular moment. In
particular A should provide E with content that is
difficult to acquire haptically, such as, infor-
mation about whether a maximum is local or
global. To maintain the common ground, A has
to synchronize her language production with E’s
hand-movements in a turn-taking manner, since
the quality of verbal assistance depends on estab-
lishing appropriate referential and co-referential
links.

1.3 Shape Concepts in Graph-Line Descrip-
tions

Most qualitative approaches to shape representa-
tion focus on the shape of contours (see, e.g.,
Hoffman & Richards, 1984; Eschenbach et al.,
1998), and on curvature landmarks of contours
(Cohen and Singh, 2007), such as, positive max-
ima and negative minima, depending on the con-
cepts of convexity and concavity of contours,
and inflection points. However, graph lines re-
quire some additional shape representations and
shape cognition characteristics beyond the char-
acteristics of contours. In particular, graph lines
are conventionally oriented corresponding to
reading and writing direction and they are com-
prehended with respect to an orthogonal system
of two axes. The haptic graphs we use in the ex-
periments are realized in a rectangular frame that
induces an orthogonal system of axes. The geo-
metric shape concepts for describing graph lines
are exemplified with a graph used in our experi-
mental studies (see Figure 3).

i

epl spd  sp5 epl
Figure. 3. Qualitative shape landmark ascription for a
sample graph (augmented with orthogonal axes for
making the reference frame in Table 1 explicit)

Table 1 gives a tabular summary of qualitative
representations for selected shape landmarks and
induced line segments. The functional character
of statistical line graphs leads to the prominence
of value extrema (in contrast to curvature extre-



ma of contours). Since we use in the experiments
presented here smoothed graphs, these extrema
are called smooth points (sp). Inflection points
(ip) are depicted in Fig. 3 but not mentioned in
Table. 1.)

Shape landmarks

Landmark character- | Global properties
istics

epl |leftend pt., local min. | higher than sp4, ep2

spl  |smooth pt., local max. |higher than epl, sp2,
sp4, sp5, ep2

sp2 | smooth pt., local min. | higher than ep1, sp4,
SpS, ep2

sp3 smooth pt., local max. | global max.

sp4 | smooth pt., local min. | same height as ep2

sp5 | smooth pt., local max. | higher than sp4, ep2

ep2 | right pt., local min. same height as sp4
Shape segments
Shape characteristics | Vertical orientation

epl-spl |curved steeply upward
spl-sp2 | curved diagonally downward
sp2-sp3 | curved steeply upward
sp3-sp4 | curved steeply downward
sp4-sp5 | curved slightly upward
sp5-ep2 | curved / nearly straight | slightly downward /

nearly horizontal

Table 1. Qualitatively described shape landmarks
and shape segments.

1.4  Referring to Shape Entities:

Semantic Representations

Our long-term goal is to realize an automatic
verbal assistance system that provides instanta-
neous support for haptic explorers during their
course of exploration. Empirical studies are
needed to study underlying principles of haptic
graph exploration, and the effect of linguistically
coded content in comprehension of second order
entities, such as general and temporally restricted
trends based on the recognition of global and
local curvature landmarks.

The referring expressions produced by haptic
explorers and verbal assistants during collabora-
tive activity give insight about how graph readers
comprehend graphs, which elements are men-
tioned most, and how they are referred to. The
investigation of multimodal interactions (namely
interaction by means of language, gesture and
graph) requires systematic qualitative analysis, as
well as quantitative analysis. We followed one of
the widely accepted method developed by Dale
and Reiter (1995), which addresses the genera-
tion of referring expressions, to characterize the
semantic properties of graphical segments and
the referring expressions produced during col-
laborative activity. In this paper, we do not aim
to go into implementation level in detail, instead
we used the method as a tool to make systematic

mapping between semantic properties of graph-
ical features and participants’ referring expres-
sions. According to Dale (1992), a system that
generates referring expressions should at least
satisfy Gricean-like conversational maxims tar-
geting adequacy, efficiency and sensitivity. In
more detail, a referring expression should con-
tain enough information to allow the hearer to
identify the referent, it should not contain unnec-
essary information and it should be sensitive to
the needs and abilities of the hearer. They pro-
pose and implement a cost function that assumes
(based on empirical research) people first and
usually prefer to refer to type properties (zero
cost), then to absolute properties. Relative prop-
erties and relations (the highest cost) follow them
respectively. By following this method, we em-
ployed (attribute, value) pair representation to
characterize the qualitative representations of
graph shapes and landmarks. To illustrate, the
attribute set which is available for the “epl-spl”
shape segment (see Table 1) possesses the fol-
lowing properties: (type, curved), (manner,
steep), and (direction, up). For the systematic
data analyses, the verbal data produced in a joint
activity were also characterized by using this
method since it successfully foregrounds the
common properties of multimodal data, see Ta-
ble 2 for semantic attribute scheme for verbal
data.

Type Properties:
Terms
o (term, peak), (term, something)
Location
o Frame of Reference Terms (“start point”)
o Haptic Ostensive Expressions
Absolute Properties:
e (value, 0) for “it is 0”
o (count, 3 peaks)
Relative Properties:
o (size, smally , (manner, slowly)
o (direction, up)
Relations:
o (temporal relations, after the fall)
o (spatial relations, higher)
Others:
o Interjections (hmm, ah...)
o Affirmations/Negations
Table 2. Semantic attribute scheme

In addition to the attributes stated by Dale and
Reiter (1995), we identified haptic ostensive ex-
pressions (HOEs). The haptic explorers produced
HOEs that referred to the pointed locations,
which are also accompanied by assistance re-
guest from the verbal assistant. Foster and col-
leagues (2008) define the HOE as a reference,
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which involves deictic reference to the referred
object by manipulating it haptically. Since haptic
explorer location is visible to verbal assistant
during joint activity, haptic actions are useful to
provide joint attention between E and A.

2 Experiment

2.1

Thirty participants (fifteen pairs of sighted and
blindfolded university students) participated in
the experiment. The language of the experiment
was Turkish, the native language of all partici-
pants. The experiment was conducted in single
sessions and each session took approximately 1
hour (including warm-up & instruction sessions,
exploration processes and post-exploration
tasks). The sessions were audio/video recorded.
Each participant pair was composed of a haptic
explorer (E) and a verbal assistant (A). The par-
ticipants were located in separate rooms so that
they communicated through speakers without
visual contact. During the experiment session, E
explored the graph haptically and A was able to
display the graph and the current location of E’s
exploration, which was represented by an ani-
mated point marker on the visual graph presented
at A’s screen. However, haptic pointing was pos-
sible only for E. The pairs explored information-
ally equivalent graphs, except for the difference
in the modality of presentation (haptic and visu-
al). Finally, E was instructed to explore the graph
and ask for verbal assistance when needed by
turning microphone on, whereas A was instructed
to provide verbal assistance shortly and plainly,
when requested by E. Before the experiment, a
warm-up session was conducted to familiarize E
with Phantom Omni® Haptic Device (Figure 1).
After then, in the instruction session, the partici-
pants were informed that the graphs represented
populations of bird species in a lagoon and also
about post-exploration tasks detailed below. The
graphs employed in this study were taken from a
publicly available consensus report (PRBO,
2012). Each graph had a different pattern in
terms of the number and polarity of curvature
landmarks, length and direction of line segments.
In the experiment session, each participant was
presented five haptic line graphs in random or-
der. Haptic graph exploration was performed by
moving the stylus of the haptic device, which can
be moved in all three spatial dimensions (with
six degree-of-freedom). The haptic graph proper
(i.e., the line of the line graph) was represented
by engraved concavities on a horizontal plane;

Participants, Materials and Design

therefore haptic explorers perceived the line as
deeper than the other regions of the haptic sur-
face. The numerical labels were not represented.
The participants did not have time limitation.
After the experiment session, both participants
(E and A) were asked independently to present
single-sentence verbal descriptions of the graphs
to a hypothetical audience. They also produced a
sketch of the graph on paper. Two raters who are
blind to the goals of the study scored the sketch-
es for their similarity to the stimulus-graphs by
using a 1 (least similar) to 5 (most similar) Likert
Scale. The inter-rater reliability between the
raters was assessed using a two-way mixed, con-
sistency average-measures ICC (Intra-class cor-
relation). The resulting ICC (=.62) was in the
“good range” (Cicchetti, 1994).

3 Results

The participants produced 75 dialogues (5 stimu-
li x 15 pairs). The data from two pairs were ex-
cluded since they did not follow the instructions.
The remaining 65 dialogues were included into
the analysis. The average length of a dialog was
103 seconds (SD=62 sec.). The results of this
experiment, which focus on the role of taking
initiative for assistance, were reported elsewhere
(Alagam et. al. 2014). In the present study, we
focus on the semantic representation method and
the production of haptic ostensive expressions
during joint activity. Each utterance in the dia-
logues was transcribed and time-coded. The tran-
scriptions were then annotated by the semantic
attribute scheme presented in Table 2. The term
“utterance” refers to speech parts produced co-
herently and individually by each participant. We
classified the utterances into three categories; (i)
Request-Response Pairs, (ii) Alerts initiated by A
(but do not require response from E) and (iii)
think-aloud sentences. In total, 1214 individual
utterances were produced by the participants.
449 of them were initiated by the haptic explor-
ers to communicate with their partners, 402 of
them were produced by the verbal assistants as a
reply to E. Those two types comprise 70.1% of
all utterances. 65 utterances (5.35%) were initiat-
ed by As. Utterances that were initiated by As,
without a request from E were mostly the utter-
ances that alerted E when s/he reached to a start
point or an end point. Although Es were not in-
structed to use the think-aloud protocol, self-
talking during haptic exploration was observed in
10 of 13 haptic explorers. Those think-aloud sen-
tences (i.e. the sentences without a communica-
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tion goal with the partner since the explorers did
not turn on microphone during self-talking) con-
stituted 24.5% of all utterances (N=298). In this
paper we focused on the communicative utter-
ances, therefore we restricted our analysis to
“Request-Response Pairs” and “Alerts” exclud-
ing “Think-aloud” sentences. The results pointed
out that the most frequently observed assistance
content was about information for positioning,
such as being on a start point or end point, on the
frame, or being inside or outside of the line.
72.4% of the utterances (341 utterances in total -
46 of them initiated by A) addressed this type of
information.

Es showed a tendency to request assistance by
directing “Yes/No Questions or Statements” to
As (N=418) instead of using open-ended ques-
tions (N=7). A’s contributions to the dialogue can
be also classified as follows: (1) instructional,
N=69 (i.e. navigational, such as ‘go downward
from there’), or (2) descriptional utterances,
N=386. Descriptional utterances included, (2a)
confirmative assistance, N= 342 (confirming the
information which haptic explorer has already
access), and (2b) additional assistance, N=44
(introducing new property or updating the value
of already stated property). Below we present
sample request-response pairs, which introduced
new information or updated the value of the al-
ready introduced attribute.

o E: Is this the start point? A: Yes, it is also
the origin (A updates (type, start point) as
(type, origin) that emphasizes 2D frame of
reference, and that implicitly carries over
the value for the starting point)

e E: no request. A: You are at the first curve;
(type, curve), (relation, order, first) (both
type and relation attributes were introduced
to the dialogue)

The non-parametric correlation analyses using
Kendall's tau showed positive correlation be-
tween the existence of attribute update in the dia-
logue and higher sketching scores (N=62, =.46,
p=<.01). Moreover, the number of attribute up-
dates is positively correlated with higher sketch-
ing scores (N=62, 7=.45, p=<.01). As an illustra-
tion, consider one of the dialogues between E
and A: E asked a question (“Is this going perpen-
dicular?”) to A by pointing “epl-spl” segment
of the graph presented in Figure 3. As stated in
Table 1, this shape segment can be labeled with
(type, curved), (manner, steep), (direction, up)
attributes. In his question, E addresses both man-
ner and direction attributes. However, the word

for “perpendicular” in Turkish can be used to
refer to both being perpendicular and steep. Here
A’s response (“There is a slight slope”) updates
E’s information and it also clarifies possible
misunderstanding, since in statistical graphs in
time domain, perpendicular lines are not allowed.
The resulting request-response pair covers all
attribute pairs for the particular graph shape (the
region which E needs assistance) and the sketch
was rated with 4.5 in average (in 1to5 Likert
Scale). The parameters (Dale and Reiter, 1995)
(i) the number of attributes that are available to
be used in a referring expression and (ii) the
number of attributes mentioned in the final ex-
pressions seem as a useful indicator to evaluate
the successful communication.

Additionally, verbal assistants’ expressions
that referred to a point or a region on the graph,
namely type property, were mostly graph-domain
terms (such as “curve", “peak” etc.). On the other
hand, haptic explorers showed a tendency to use
simpler expressions such as “something”, “hill”,
“elevation”. This indicated that haptic explorers
had difficulty to access graph-domain vocabulary
to name the regions or the shape, so that they
choose alternative ways to name it (including use
of onomatopoeic words such as “hop hop”).

The haptic ostensive actions and expressions
performed to catch the attention of the assistant
do not directly contribute to conceptualizing the
graph shape; still their communicative role in the
dialogues is important. 20.4% (N=247) of all the
communicative utterances contained HOE that
enhanced the reference resolution, therefore
shorter descriptions could be produced instead of
long descriptions. The analysis of verbal data
revealed two major subcategories of HOEs: (i)
Demonstrative  Pronouns (DPs) such as
“This/Here” or “like this”), and (ii) temporal
pointings (TPs) such as “Now”. Table 3 illus-
trates the frequency values for each HOE catego-
ry. Non-parametric Wilcoxon Signed-Rank tests
were conducted to investigate the use of different
HOE types. The results showed that the haptic
explorers produced more DPs (z=-4.88, p=<.001)
and TPs (z=-3.75, p=<.001) than the assistants
produced. While there is no significant differ-
ence in the number of DPs and TPs produced by
Es (z=-.50, p=>.05), As preferred to use TPs ra-
ther than DPs. Only a few instances (N=5) of
DPs uttered by E was responded by A’s use of
DPs. The instances that illustrate A’s responding
to E by using different HOE category than the
one used by E were not observed at all.
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Only Only Both

by E byA E&A
Demonstrative Pronoun-DP 99 6 5
Temporal Pointing-TP 67 27 19

Table 3. The number of HOEs for each category

We performed a further analysis on salient
graph parts by focusing on in which area of the
graph the participants preferred to use one of the
two HOE categories (demonstratives and tem-
poral pointing) for referring. For this, the accom-
panying content (location being referred to) were
classified into three groups, (i) reference to start
points and end points, (ii) reference to intermedi-
ate points or regions on the graph and (iii) refer-
ence to frame (such as being on the frame, or
being outside of the line). The results of the
analysis showed a significant association be-
tween the referred location and the HOE prefer-
ence, X*(2)=38.2, p<.001. The results (the stand-
ard residuals for each combination) indicated that
when the participants referred to a start/end point
of the graph line, they used DPs (N=48, z=-.6)
and TPs (N=48, z=-.7). However, for referring to
any particular point or any region on the graph,
they preferred DPs (N=59, z=2.8) rather than TPs
(N=16, z=-3.1). Moreover, when they mentioned
about the events related to the reference frame,
they preferred TPs (N=29, z=3.3) rather than DPs
(N=6, z=-3, all p values are smaller than .05).
However no main association was found between
HOE types (DPs or TPs) and whether the re-
ferred region is a point or area. This indicates
that both specific points (i.e. landmarks) and
broader regions (i.e. line segments) haptically
highlighted by E were accompanied by any of
HOE types; however the position of the point or
region on the graph (i.e. at the beginning or at the
intermediate region on the line) has effect on
which HOE type is preferred.

4  Discussion

In an experimental setting, which employed a
joint-activity framework, pairs of participants
(haptic explorers and verbal assistants) explored
the graphs and they exchanged verbal infor-
mation when necessary. Following Dale and
Reiter (1995), we categorized graph shapes
(segments/landmarks) and verbal data as attrib-
ute pairs such as (type, maximum). When E
needs assistance about a segment, or global
shape, her/his question was modeled as a specifi-
cation of the choices of some of the attributes. As
a response to the request for assistance, the de-
scription of E may be complete, lacking or par-

tially or completely inaccurate. In order to have
successful communication, verbal assistant
should provide lacking information or correct the
incorrect interpretation to complete the coverage
of attributes in “target set” of attributes. Within
this framework then, we assume that successful
communication is achieved when E requests as-
sistance (initiated by haptic explorer w.r.t. his
needs to avoid over-assistance) and A updates the
attribute pairs or introduces new attributes.
Moreover, since E already has access to basic
spatial properties, a useful solution would be to
provide information with graph-domain terms,
and relative terms (since absolute terms are diffi-
cult to implement), as well as relational terms
that emphasize size and manner gradually (w.r.t.
haptic explorer’s needs and current knowledge).
The results of the experiment also showed that
A’s role in E’s comprehension is critical. First, A
has a more complete mental representation of the
graph starting from the onset of haptic explora-
tion due to spontaneous visual exposure to both
global and local information on the graph. Their
guidance on salient points with additional attrib-
utes or their aligning the instructions w.r.t haptic
explorer’s current understanding of the graph
enhances the comprehension of E. Moreover, the
verbal assistants introduced more graph domain
oriented concepts to dialogues, while haptic ex-
plorers tended to use simpler daily terms or even
onomatopoeic words. This information is im-
portant when forming attribute set for graph
shapes.

Our focus was to investigate the content that
needs additional assistance but our results also
pointed out the information that can be provided
more effectively by a different modality than
verbal modality. The research by Moll and
Sallnds (2009) and Huang et al (2012) suggest
audio-haptic guidance for visually impaired peo-
ple to enhance navigational guidance in virtual
environments so that the participants focus on
communication at a higher level. Their results
indicated that "by using haptic guiding one can
communicate information about direction that
does not need to be verbalized" (Moll and
Sallnds, 2009, p.9) and "sound provides infor-
mation that otherwise has to be conveyed
through verbal guidance and communication”
(Huang et al., 2012, p.265). Considering that
72.4% of the utterances in our experiment con-
tained information about positioning (being on
the start point, or on the line etc.), providing this
information to the explorer seems crucial for the
assistive system; however delivering this infor-
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mation verbally would yield continuously speak-
ing assistance, therefore sonification can be a
good candidate to carry this message. Addition-
ally, haptic exploration allows haptic ostensive
actions that highlight the attended location. The
location attribute has different characteristics
than other attribute pairs. It grounds joint atten-
tion between partners by pointing where the as-
sistance is needed, then other attributes provide
additional information about what the graph
shape means. As for HOEs, the type of referring
expressions (demonstrative pronouns or temporal
pointing) seems affected by the referred location
(start/end points, intermediate regions or graph
frame). The results also indicated that the explor-
ers produce significantly more HOESs during joint
activity compared to the verbal assistants. In the
collaborative activity settings that allow both
users (the human explorer/learner and human or
robot assistant) to manipulate the environment
haptically (Foster et al., 2008; Moll and Sallnis,
2009), the assistants’ haptic ostensive actions
have salient communicative function. However,
in our assistance setting, only haptic explorers
have active role in the haptic exploration. Even
after requesting assistance from A regarding spe-
cific point or region by pointing with HOE, E
may still continue to explore. Therefore verbal
assistants tend to omit uttering HOE and when
necessary, they use temporal indicators to relate
a previously mentioned expression to currently
explored region. This preference of verbal assis-
tants may be due to prevent explorers’ incorrect
reference resolution.

Finally, in addition to attribute-set approach of
Dale and Reiter (1995), a more context sensitive
version that implemented salience weights was
proposed by Krahmer and Theune (2002). The
comparative study between visual and haptic
perception of graphs indicated that haptic readers
tend to overestimate small variations on the
graph shape due to haptic salience induced by
haptic friction and to underestimate smooth re-
gions that can be useful for segmentation (Habel
et. al, 2013). Choosing appropriate attribute val-
ue enhanced with salience weights for this kind
of haptically problematic regions might over-
come this problem in the implementation level.

5 Conclusion

Graphs are one of the efficient ways of visual
communication to convey the highlights of data,
however visual perception differs from haptic
perception; therefore the highlighted piece of

information in visual modality can be hidden
when it is converted to haptic modality. Hence,
investigation of differences in two modalities is
necessary to detect and close the informational
gap. The current study that explores on-line hap-
tic graph comprehension in the presence of ver-
bal assistance contributes our understanding
about haptic graph comprehension by investigat-
ing dialogues between haptic explorer and verbal
assistant as a collaborative activity.

Taking the Gricean Maxims into account in
the generation of referring expressions (careful
selection of the information provided in “attrib-
ute pairs”, updating attributes gradually and be-
ing sure that at the end of the communication
target attribute set is covered) seems useful in
enhancing the conversational success of the
communication (Grice, 1975; Dale, 1992; Dale
& Reiter, 1995). In contrast to providing all like-
ly information to the graph reader all together,
the detection of what s/he wants to know at a
particular time would yield a more effective de-
sign of the (learning) environment for the graph
reader when we take into account his/her current
position, previous haptic exploration movements
and utterances (the referred locations and how
these regions were referred), thus addressing ad-
equacy, efficiency and sensitivity criteria. For
this reason, semantic mapping needs to be ac-
complished in multimodal data. Following Dale
and Reiter’s approach, we represented graph
shapes and verbal data as attribute pairs in the
present study. The empirical results revealed that
a more successful communication was observed
when the attributes used by haptic explorers were
enriched by means of specific, graph-domain
terminology. Accordingly, building up a multi-
modal system based upon this approach looks
promising. Future work will address designing
the generation of verbal assistance based on the
experimental findings.

Acknowledgments

The study reported in this paper has been sup-
ported by DFG (German Science Foundation) in
ITRG 1247 ‘Cross-modal Interaction in Natural
and Artificial Cognitive Systems’ (CINACS) and
by METU BAP-08-11-2012-121 ‘The Study of
Cognitive Processes in Multimodal Communica-
tion’.

14



References

Abu Doush, 1., Pontelli, E., Simon, D., Son, T.C., &
Ma, O. (2010). Multimodal Presentation of Two-
Dimensional Charts: An Investigation Using Open
Office XML and Microsoft Excel. ACM Transac-
tions on Accessible Computing, 3, 8:1-8:50.

Acartiirk, C., Alagam, O., & Habel, C. (2014). Devel-
oping a Verbal Assistance System for Line Graph
Comprehension. In A. Marcus (Ed.): Design, User
Experience and Usability (DUXU/HCII 2014), Part
I, (pp. 373-382). Berlin: Springer-Verlag.

Alagam, O., Habel, C. & Acatiirk, C. (2014). Verbally
Assisted Haptic Graph Comprehension: The Role
of Taking Initiative in a Joint Activity. To be pub-
lished in the Proceedings from the 2st European
Symposium on Multimodal Communication, Uni-
versity of Tartu, Estonia, August 6-8, 2014.

Cicchetti, D.V. (1994). Guidelines, criteria, and rules
of thumb for evaluating normed and standardized
assessment instruments in psychology. Psychologi-
cal Assessment, 6(4), 284-290.

Clark, H., & Haviland, S. (1977). Comprehension and
the Given-New Contract. In: R. O. Freedle (ed.),
Discourse Production and Comprehension (pp. 1-
40). Erlbaum, Hillsdale, NJ.

Clark, H. H., & Brennan, S. E. (1991). Grounding in
communication. In L. B. Resnick, J. Levine, & S.
D. Teasley (Eds.), Perspectives on socially shared
cognition (pp. 127-149). American Psychological
Association, Washington, DC.

Cohen, E., & Singh, M. (2007). Geometric Determi-
nants of Shape Segmentation: Tests Using Segment
Identification. Vision Research, 47, 2825-2840.

Dale, R. (1992). Generating Referring Expressions:
Constructing Descriptions in a Domain of Objects
and Processes. MIT Press, Cambridge, MA.

Dale, R., & Reiter, E. (1995). Computational Interpre-
tations of the Gricean Maxims in the Generation of
Referring Expressions. Cognitive Science, 19(2),
233-263.

Demir, S., Carberry, S., & McCoy, K.F. (2012).
Summarizing Information Graphics Textually.
Computational Linguistics, 38, 527-574.

Eschenbach, C., Habel, C., Kulik, L., & LeBmoll-
mann, A. (1998). Shape nouns and shape concepts:
A geometry for ,corner. In C. Freksa, C. Habel, &
K. Wender (eds.), Spatial Cognition. (pp. 177—
201). Springer, Heidelberg

Ferres, L., Lindgaard, G., Sumegi, L., & Tsuji, B.
(2013). Evaluating a tool for improving accessibil-
ity to charts and graphs. ACM Transactions on
Computer-Human Interaction ,20(5), 28:1-28:32.

Foster, M.E., Bard, E.G., Hill, R.L., Guhe, M., Ober-
lander, J., & Knoll, A. (2008). The Roles Of Hap-
tic-Ostensive Referring Expressions in Coopera-
tive, Task-based Human-Robot Dialogue. In Pro-
ceedings of ohe 3rd ACM/IEEE International Con-
ference on Human-Robot Interaction, pp. 295-302.
Amsterdam, March 12-15, 2008.

Fukumura, K., van Gompel, R., & Pickering, M. J.
(2010). The Use of Visual Context During the Pro-
duction of Referring Expressions. Quarterly Jour-
nal of Experimental Psychology 63, 1700-1715.

Garrod, S., & Pickering, M. J. (2004). Why is Con-
versation so Easy? Trends in Cognitive Sciences, 8,
8-11.

Grice, H.P. (1975). Logic and conversation. In P.Cole
& J. Morgan (Eds.), Syntax and Semantics: Vol 3,
Speech acts (pp.43-58). New York: Academic.

Habel, C., Alagam, O., & Acartirk, C. (2013).
Verbally assisted comprehension of haptic line-
graphs: referring expressions in a collaborative
activity. In Proceedings of the CogSci 2013
Workshop on Production of Referring Expressions,
Berlin.

Hegarty, M. (2011). The Cognitive Science of Visual-
spatial Displays: Implications for Design. Topics in
Cognitive Science, 3, 446-474.

Hoffman, D. & Richards, W. (1984). Parts of recogni-
tion. Cognition, 18, 65-96.

Huang, Y. Y., Moll, J., Sallnis, E. L., & Sundblad, Y.
(2012). Auditory Feedback in Haptic Collaborative
Interfaces. International Journal of Human-
Computer Studies, 70(4), 257-270.

Koolen, R., Gatt, A., Goudbeek, M., & Krahmer, E.
(2011). Factors Causing Overspecification in Def-
inite Descriptions. Journal of Pragmatics, 43,
3231-3250.

Krahmer, E., & Theune, M. (2002). Efficient Context-
sensitive Generation of Referring Expressions. In:
K. van Deemter & R. Kibble (Eds.) Information
Sharing: Reference and Presupposition in Lan-
guage Generation and Interpretation. (pp. 223-
264). CSLI Publications, Stanford.

Kerzel, M. & Habel, C. (2013). Event Recognition
During Exploration of Hapic Virtual Environment
Line-based Graphics. In T. Tenbrink, J. Stell, A.
Galton & Z. Wood (eds.) Spatial Information The-
ory, 11th International Conference, COSIT 2013.
(pp. 109-128). Berlin: Springer-Verlag.

Loomis, J., Klatzky, R., & Lederman, S. (1991). Simi-
larity of Tactual and Visual Picture Recognition
with Limited Field of View. Perception, 20, 167-
177.

Moll, J., & Sallnds, E. L. (2009). Communicative
Functions of Haptic Feedback. In: M. E. Altinsoy,

15



U. Jekosch, & S. A. Brewster (Eds.), Haptic and
Audio Interaction Design. (pp. 1-10). Springer,
Berlin Heidelberg.

PRBO. Waterbird Census at Bolinas Lagoon,
MarinCounty, CA. Public report by Wetlands
Ecology Division, Point Reyes Bird Observatory
(PRBO) Conservation Science. (2012)
http://www.prbo.org/cms/366, retrieved on January
29, 2012.

Sebanz, N, Bekkering, H., & Knoblich, G. (2006).
Joint Action: Bodies and Minds Moving Together.
Trends in Cognitive Sciences, 10, 70-76.

Spanger, P., Yasuhara, M., lida, R., Tokunaga, T.,
Terai, A., & Kuriyama, N. (2012). REX-J: Japa-
nese Referring Expression Corpus of Situated Dia-
logs. Language Resources and Evaluation, 46,
461-491.

Wu, P., Carberry, S., Elzer, S., & Chester, D. (2010).
Recognizing the Intended Message of Line Graphs.
In: Goel, A.K., Jamnik, M., & Narayanan, N.H.
(eds.) Diagrammatic Representation and Inference.
(pp. 220-234). Springer, Heidelberg.

Yu, W., & Brewster, S.A. (2003). Evaluation of Mul-
timodal Graphs for Blind People. Journal of Uni-
versal Access in the Information Society 2, 105-
124,

16



A Dynamic Minimal Model of the Listener
for Feedback-based Dialogue Coordination

Hendrik Buschmeier and Stefan Kopp
Social Cognitive Systems Group — CITEC and Faculty of Technology
Bielefeld University, Bielefeld, Germany
{hbuschme, skopp}Quni-bielefeld.de

Abstract

Although the notion of grounding in dia-
logue is widely acknowledged, the exact
nature of the representations of common
ground and its specific role in language pro-
cessing are topics of ongoing debate. Pro-
posals range from rich, explicit represent-
ations of common ground in the minds of
speakers (Clark, 1996) to implicit repres-
entations, or even none at all (Pickering
and Garrod, 2004). We argue that a min-
imal model of mentalising that tracks the
interlocutor’s state in terms of general states
of perception, understanding, acceptance
and agreement, and is continuously updated
based on communicative listener feedback,
is a viable and practical concept for the
purpose of building conversational agents.
We present such a model based on a dy-
namic Bayesian network that takes listener
feedback and dialogue context into account,
and whose temporal dynamics are modelled
with respect to discourse structure. The po-
tential benefit of this approach is discussed
with two applications: generation of feed-
back elicitation cues, and anticipatory ad-
aptation.

1 Introduction

Communicative feedback (mhm, okay, nodding,
and so on) is a dialogue coordination device used
by listeners to express their mental state of listen-
ing—e.g., I understand what you say (Allwood et
al., 1992) — and by speakers to hypothesise about
this mental state and adapt their language produc-
tion accordingly —e.g., she understood it, I can
provide new information (Clark and Krych, 2004).
One crucial question from the speaker’s perspective
is how listener feedback signals can be interpreted
in the dialogue context, and how they relate to what

has been or is being said. Listeners can, in principle,
produce feedback signals at any point of time in a
dialogue — without having to take the turn. There
is also no restriction on the number of feedback
signals that can be placed within a dialogue seg-
ment, whether it is a turn, an utterance, a pause or
a combination of these. Consider the dialogue in
example (1):

(1) KDS-1, U01 (9:46-9:58)!

1 S1: genau
2 allerdings ist Badminton da=
=wieder verschoben
3 [weiff nicht] ob das jetzt=
U1: [mhm ]
S1 =dauerhaft ist (.)

4 S1: [aber die zwei] Wochen=
Ul: [okay ]
5 S1: =hab ich’s jetzt so drin
U1l: ja
6 S1: das is wieder von=
7 =ehm acht bis zweiundzwanzig
U[hr]
Ul: [oklay (0.34)
8 ja,
9 dann ehm geh ich da trotzdem=
=hin (.) ...

Speaker S1 explains to her interlocutor U1 that
the regular badminton training has (again) been
moved to a different time, and now takes place
from 8 to 10 p.m. She also says that she does not
know whether this change is permanent, but that it
is scheduled like this for the next two weeks. Dur-
ing S1’s nine seconds short turn (1.1) to (1.7), Ul
provides four instances of communicative feedback.
Firstly, she signals understanding with mhAm, simul-
taneously producing a single head nod and looking
at S1 (1.3). After that, she signals acceptance of the
speaker’s ignorance concerning the permanency of
the time change with an okay that is accompanied by

IExcerpt from the calendar assistant domain corpus
KDS-1 (http://purl.org/scs/KDS-1). Overlapping talk
is marked with aligned square brackets. The transcription fol-
lows the GAT 2 system (Couper-Kuhlen et al., 2011).
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ahead nod (1.4). Thirdly, she signals understanding,
producing a short and prosodically flat ja, German
for ‘yeah’, (1.5). And finally, with S1 gazing at her,
she signals understanding of the new time with an
okay and a head nod (1.7). After a pause, U1 then
takes the turn and continues.

In previous work (Buschmeier and Kopp, 2012),
we proposed a Bayesian network approach in which
single instances of communicative feedback are
interpreted in terms of a few general attributes (con-
tact, perception, understanding, acceptance, and
agreement; Allwood et al., 1992). However, when
multiple feedback instances occur in sequence, as in
the dialogue in example (1), the question arises how
their interpretations affect each other, and how they
relate to what has been and is being said. In keep-
ing with this ‘minimal mentalising” approach to the
listener’s cognitive state, we take the Bayesian net-
work model and make it dynamic. The dynamics
is added by extending the model with a temporal
dimension that accounts for the incremental and
dynamic nature of dialogue. Thus, in this work, we
propose a ‘dynamic minimal model” of mentalising
which can naturally deal with multiple instances of
feedback by updating its representation — taking
the immediate dialogue history into account as
well — when the dialogue proceeds and feedback
occurs.

2 Common ground and feedback

Participating in dialogue involves more than utter-
ance planning, formulation, speaking, listening and
understanding. One central task for interlocutors
is to track the ‘dialogue information state,” a rich
representation of the dialogue context. The repres-
entation includes which information is grounded
and which is still pending to be grounded; which
knowledge is private and which is believed to be
shared; who said what, how and when; how these
utterances are related to each other; which objects
have been introduced and are accessible for ana-
phoric reference; what is the current question under
discussion; who is having the turn; and potentially
much more (Clark, 1996; Larsson and Traum, 2000;
Asher and Lascarides, 2003; Ginzburg, 2012).

In general, maintaining (i.e., representing and
constantly updating) an information state is thought
to be crucial for being able to successfully particip-
ate in dialogue. The necessity of some parts, such
as a representation of accessible referents, is agreed
upon among researchers. Without this information

being maintained, typical dialogues would simply
not be possible. Concerning the representation of
common ground, however, researchers do not agree
on how deep and rich it needs to be and how exactly
it is used in language production.

On the one hand, Clark (1996) argues that in-
terlocutors maintain a detailed model of common
ground, even to the extent that mutual knowledge
(approximated with various heuristics) is neces-
sary to explain certain phenomena in language use
(Clark and Marshall, 1981). Pickering and Garrod
(2004), on the other hand, believe that dialogue does
not involve heavy inference on common ground at
all, instead they claim that primed and activated
linguistic representations provide sufficient inform-
ation in themselves.

Use of common ground in language production
in dialogue is also a topic of ongoing debate. Clark
(1996) and Brennan and Clark (1996) argue that
common ground is critical in collaborative dis-
course. Utterances are designed in such a way that
common ground as well as shared knowledge are
taken into account. Since this might be cognitively
too demanding, Galati and Brennan (2010) pro-
pose a lightweight ‘one-bit’ partner model (e.g.,
whether the addressee has heard something before
or not) that can be used instead of information
about full common ground and shared knowledge
when producing an utterance. Horton and Keysar
(1996) go even further and present evidence that lan-
guage production is, at its basis, an egocentric pro-
cess — interlocutors do not take common ground
into account when initially planning an utterance
unless they identify a possible problem while mon-
itoring utterance execution. Finally, Pickering and
Garrod (2004) claim that the only factors guiding
language production are priming, activation, and,
if necessary, interactive repair.

Speakers infer groundedness and common
ground based upon ‘evidence of understanding’
of the interlocutors (Clark, 1996). One way for
listeners to show such evidence is by providing
communicative listener feedback as, e.g., short
verbal/vocal expressions such as mhm, okay, and
oh; head-gestures such as nods or shakes; facial
expressions such as surprise, or frowning; as well
as various gaze behaviours. Listener feedback is a
particularly interesting kind of evidence of under-
standing for multiple reasons:

1. When providing feedback, listeners do not
need to have or to take the turn, making it
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very fast. Since it is not constrained by turn-
taking, feedback can be given as soon as the
need arises, enabling speakers to quickly adapt
the ongoing utterance based on this informa-
tion.

2. At the same time, feedback is unobtrusive and
does not interrupt speakers during their ut-
terance. It happens in the ‘back channel’ of
communication (Yngve, 1970). Feedback also
relies heavily on non-verbal modalities (head,
face, gaze) that do not interfere with the speak-
ers’ linguistic processing. Verbal/vocal feed-
back expressions — that have the potential to
interfere — are often non-lexical (Ward, 2006),
usually short, and even prosodically hidden in
the speech context provided by the speaker
(Heldner et al., 2010).

3. Despite their shortness, feedback signals are
very expressive. They are rich in their form
(Ward, 2006) —enabling a fine-grained ex-
pression of subtle differences in meaning —,
multi-functional, and interact heavily with
their dialogue context (Allwood et al., 1992).
Feedback is only partially conventionalised,
relying on iconic properties instead.

4. Finally, communicative feedback is reflective
of the listener’s cognitive state with respect to
language and dialogue processing. It indicates
(or is used to signal) whether listeners are in
contact with speakers, whether they are able
and willing to perceive or understand what
is being or has been said, whether they are
able and willing to accept the message and
what their attitude is towards it (Allwood et
al., 1992). Furthermore, depending on its pros-
odic realisation, its placement, or its timing,
feedback may also be indicative of the listen-
ers’ uncertainty about their own mental state,
their urgency for providing feedback, the im-
portance of this feedback item, and more such
qualifiers to its basic communicative functions
(Petukhova and Bunt, 2010).

Because of these properties, listener feedback is
a viable basis for estimating groundedness and com-
mon ground. Since the communicative functions of
listener feedback reflect the interlocutor’s internal
state, a somewhat detailed picture of the interlocutor
(and hence the dialogue) can be formed based on
it. Especially the latter two properties suggest that

Feedback Context

Figure 1: The Bayesian network model of the ‘at-
tributed listener state’ (ALS; Buschmeier and Kopp,
2012). The random variables C, P, U, AC, and AG
model a speaker’s degree of belief that a listener is
in contact, whether he or she perceives, understands,
accepts, and agrees to what is communicated. A
speaker’s belief in groundedness is informed by all
five of these variables.

feedback facilitates a form of mentalising about the
cognitive state of the dialogue partner that goes
beyond what is usually considered groundedness.

In previous work (Buschmeier and Kopp, 2012),
we modelled this capability of speakers as, what
we called, an ‘attributed listener state’ (ALS, cf.
Figure 1). The ALS is a Bayesian network-based
representation of a speaker’s belief of what her
listener’s cognitive state is in terms of the basic
communicative functions underlying feedback in
dialogue. Each of the random variables (i.e., the
nodes of the network) represent one ‘dimension’ of
the multidimensional cognitive state of the listener:
C (is the listener believed to be in contact), P (is the
listener believed to perceive), U (is the listener be-
lieved to understand), AC (is the listener believed to
accept), and AG (is the listener believed to agree).
The network captures the dependencies between
these variables and models their interactions, e.g.,
their hierarchical properties (Allwood et al., 1992;
Clark, 1996). A belief about the groundedness of
the conveyed proposition is formed based on the
five ALS-variables, each having a different strength
of influence.

The variables consist of the individual elements
low, medium, and high, denoting whether the
speaker believes the dimension of a listener’s cog-
nitive state to be low, medium, or high, respectively.
An individual element’s probability, e.g., P(U =
low) = 0.6, is thus interpreted as the speaker’s de-
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gree of belief in this dimension of the listener’s
cognitive state to have the specific characteristic,
i.e., ‘with a probability of 0.6 the listener’s under-
standing is believed to be low’. The probability dis-
tribution over all elements of a variable represents
the speaker’s belief state over the variable.
Buschmeier and Kopp’s (2012) model can be
considered a minimal form of mentalising based on
listener feedback. It shares some desirable proper-
ties with the lightweight ‘one-bit’ partner model of
Galati and Brennan (2010) — efficient processing
in contrast to models of full common ground, a
simple variable-based representation — while ex-
tending it. In particular, the model is in accordance
with gradient representations of common ground
(Brown-Schmidt, 2012), as it defines grounded-
ness of a segment on an ordinal, non-binary scale
(low < medium < high). Due to its probabilistic
nature, each element is associated with a degree of
belief from O (not believed) to 1 (believed). This
information can be used to interactively adapt lan-
guage production to a listener’s need, e.g., by re-
peating/leaving out parts of an utterance, by giv-
ing subsequent parts a lower/higher information
density, or by making information pragmatically
explicit/implicit (Buschmeier et al., 2012).

3 A dynamic model of the listener

What is missing from the model proposed by
Buschmeier and Kopp (2012), however, is a no-
tion of the temporal dynamics that would make the
evolution of the ALS coherent and continuous, and
enable the model to deal with sequences of feedback
such as in the example dialogue (1).

We regard an unfolding dialogue as a sequence
of segments [s; ,s; ,...s; 1, each consisting of a
dialogue move of the speaker (Poesio and Traum,
1997), together with any feedback responses of the
listener. The static model of Figure 1 (Buschmeier
and Kopp, 2012) treats each of these segments
s;, independently and thus only reasons about the
listener’s cognitive state during one single segment.
When doing the listener state attribution for the next
segment, information from the preceding segments
is not taken into account at all. To overcome this
limitation, i.e., to account for the evolution of the
listener’s cognitive state over time, we need to give
the model of the listener a temporal dimension.

As Bayesian networks are, in general, not lim-
ited in the number of edges and nodes, it would
be possible to capture a whole dialogue —or at

least a self contained and coherent part of a dia-
logue — in one large network that consists of con-
nected sub-networks ALS; — each corresponding
to the network in Figure 1 — one for each segment

s;- The variables in the sub-networks would be
uniquely named, and the networks evidence vari-
ables would be instantiated from the listener’s feed-
back behaviour as well as the dialogue context of
segment s, . Furthermore, the variables between
the sub-networks could be arbitrarily connected to
model any desirable interaction between feedback
and context across segments.

Theoretically, this approach could even work in
an incremental framework. With each new dialogue
segment s; , anew sub-network ALS, ~would be
added and connected to the network and Bayesian
network inference would be carried out. However,
even though there is, in principle, no limit in the size
of a Bayesian network, the computational costs are
rising polynomially with the number of nodes, and
may even become intractable if the nodes are unfa-
vourably connected (Barber, 2012). This makes this
‘growing network approach’ unsuitable for practical
applications.

A slightly more constrained approach is to make
a first-order Markov assumption, i.e., to assume
that variables X; —of a sub-network ALS, —are
only dependent on variables X, of the sub- network
ALS, that directly precedes it. Thls can be achieved
efﬁ01ently in the framework of dynamic Bayesian
networks. In contrast to a constantly growing net-
work approach, the dynamic Bayesian network ap-
proach consists of a maximum of two sub-networks
(‘time-slices’) at any point of time. In such a two
time-slice Bayesian network (cf. Figure 2), one time
slice ALS, represents the current dialogue segment
s, the other time slice the next segment s;, ;. As in
the growing network approach, temporal influences
among dialogue units are modelled by connecting
some of the variables between the time-slices. Con-
nection further back are, however, not possible.

In such a network, evolution over time is done by
unrolling the network. Bayesian network inference
is carried out on time-slice ALS; and the resulting
marginal posterior probabilities of those variables
X, that have a connection with variables X, N in
the next time-slice are computed. These posterlors
are then used as ‘prior feedback’ (Robert, 1993),
i.e., they are interpreted as prior distributions of
those variables X, that are used as evidence vari-
ables to variables X;  in the subsequent time slice.
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Figure 2: A dynamic two time-slice Bayesian network model unrolling over three steps in time, each
corresponding to one dialogue segment. Dashed arrows are disregarded during inference in subsequent

time-slices, i.e., variables from time slice ALS,
i
on variables in time slice ALS,
1

, and evidence variable in time slice ALS, have no influence
. Posterior distributions of attributed listener state variables in time slice

ALS, are taken as prior distributions at time 7, and influence the variables they are connected to in time

slice ALS;

Due to the first order Markov assumption, previous
time slices ALS, to ALS,  are not taken into ac-
count any more and all connections to them, as well
as to all variables X, that have no influence into
the future, and can be disregarded (dashed lines in
Figure 2). The complete history is thus implicitly
contained, in accumulated form, in time slice ALS; .

In our model, the ALS variables C, P, U, AC,
AG, and the groundedness variable GR, are the ones
that carry over information between time slices
(Figure 2), e.g., understanding at time #; influences
understanding at time 7, ; (consequently, variable
U.., is not only influenced by P, Feedback ,
and Context; , but additionally by U,). This 1s
based on the assumption that listener state evolu-
tion — and attribution — is usually a gradual pro-
cess. Indeed, abrupt changes of listener state are
often marked by special feedback tokens such as
for example oh or, in German, ach and ach so.

Figure 3 simulates the dialogue from example (1)
in two contrasting conditions. Once without tem-
poral influences between dialogue segments s,
and St based on Buschmeier and Kopp’s (2012)
static model (Figure 3a); and once with modelled
temporal dynamics based on the dynamic model
presented above (Figure 3b). Each graph shows how
speaker S1’s belief state of a specific variable —i.e.,
the probabilities for each of its elements — changes
over time (magenta coloured lines show P(X =
low), yellow lines P(X = medium) and cyan col-
oured lines P(X = high) for X € { P,U,AC,GRY}).
Nine time-steps are shown, each corresponding to
one dialogue segment.

In Figure 3a, each feedback event is treated in
isolation and independently from the dialogue his-
tory. This results in a belief state state that does
not change in the beginning, when no feedback is
provided by listener U1 (from 7, to #,). When Ul
provides feedback (from #5 to 75 and at #7), S1’s be-
lief state changes abruptly, jumping between rather
distant degrees of belief, and returning to the idle
state for a brief period of time when no feedback is
present (at #).

In contrast to this, the dynamic model in Fig-
ure 3b, leads to a gradually evolving attributed
listener state. In the beginning, when no feedback is
provided by U1 (from 7, to t,), the belief state shifts
towards low perception, understanding, acceptance,
and groundedness. This changes, cautiously, as
soon as feedback is provided at 7y and grows to-
wards medium to high with each subsequent feed-
back signal provided by Ul (at t4,75,and #7). Not-
ably, at #¢, the belief state does not jump to the initial
state, but degrades only slightly while U1 does not
provide feedback.

4 Discourse structure and belief state
evolution

A question that needs to be addressed is how
the attributed listener state in the dynamic model
should develop over time, i.e., to what extent
and how the belief state ALS, influences its suc-
cessor state ALS, . For the example in Figure 3b,
the transitions Were assumed to be fixed, that
is, the influence P(Xfm | X i) of each of the vari-
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grounding

Figure 3: Simulated belief state evolution for example dialogue (1). The graphs show speaker S1°s graded
belief for the attributed listener state variables P,U,AC, and GR given the feedback provided by listener
U1 (dashed vertical lines indicate the exact points in time when feedback occurred). Two conditions are
contrasted: (a) without temporal influences between dialogue segments, simulated with Buschmeier and
Kopp’s (2012) static model; and (b) with temporal influences between dialogue segments, simulated with

(a) example 1 (static model)

(b) example 1 (dynamic model)

T

T

— P (Iov;/)
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the two time-slice dynamic Bayesian network model (Figure 2).
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ables X; € {C,,...,GR, } onits successor X; €
{Ci,,>---»GR, } was fixed for each point in time
t; € [tg,....tg] (influences among variables varied,
e, P(X, |X,)#PY, |Y,)forX#Y.

This assumption is certainly simplified. As
Muller and Prévot (2003) argue, feedback is deeply
embedded in the discourse and its relation to the
discourse structure is one of its pivotal features.
As an example, consider a situation in which at
time ¢, either the topic changes, or the narration
simply continues. Intuitively, the influence of the
speaker’s attributed listener state ALS, on the at-
tributed listener state ALS,  is different in the two
situations.

Given a topic change, there is, e.g., little reason
to believe that understanding or acceptance as es-
timated in ALS, has much to contribute —i.e., is
a good predictor — to understanding and accept-
ance in ALS, | (arguably this also depends on the
relatedness of the two topics). In contrast to this, un-
derstanding and acceptance as estimated in ALS,
seems to be very relevant for ALS; in the case
where the narration simply continues.

The example indicates that the type of re-
lation between discourse segments—a rhetor-
ical or discourse relation (Asher and Lascarides,
2003) — plays a role in the development of attrib-
uted listener state over time. This is in line with
the proposal of Stone and Lascarides (2010), who
propose a similar influence of discourse relations
on grounding, also within an — albeit so far purely
theoretical — dynamic Bayesian network model.

As a first approach, we propose that the dynamic
model of the listener takes the discourse relation
between two consecutive discourse segments into
account by simply varying the strength of the in-
fluence that a variable X, has on a variable X,
in the next time-slice. This strength is defined in
terms of a weight w that the temporal influence
has in relation to the influences of feedback, dia-
logue context, and other ALS-variables. A weight
of w = 0.5, for example, results in the influence of
X; onX,  being the the same as the influence that
all non-temporal variables have on X oy A weight
of 0 < w < 0.5 results in temporal influence that
is smaller than the influences of the non temporal
variables and larger for a weight of 0.5 < w < 1.
Concrete weights for individual discourse relations
need to be determined empirically.

In practical terms, this approach involves (1) hav-
ing different dynamic Bayesian network models for

each of the discourse relation types, and (2) switch-
ing the networks — carrying over the variable as-
signments and distributions — when proceeding
form dialogue segment to dialogue segment.

5 Example applications

In addition to being able to better track the attrib-
uted listener state and groundedness, the dynamic
minimal model of the listener enables novel applic-
ations in artificial conversational agents that were
not possible with Buschmeier and Kopp’s (2012)
static model. Two of these will be sketched in the
following.

5.1 Eliciting listener feedback

Listeners do not only produce communicative feed-
back when they feel the need to inform speakers
about their cognitive state of dialogue processing,
e.g., if they want to give evidence of understand-
ing or if they do not understand what is said. Often
feedback is provided cooperatively in response to
‘feedback elicitation cues’ of a speaker (Ward and
Tsukahara, 2000; Gravano and Hirschberg, 2011).
Speakers produce these cues since they have an
active interest in how their ongoing utterance is
perceived, understood, etc., by their interlocutors,
and because it helps them in language production
and story telling (Bavelas et al., 2000). This is espe-
cially the case in situations where they are uncertain
about the listener’s cognitive state, even to the ex-
tent that they cannot make well-grounded choices
in language production. In cases of such an ‘in-
formation need’ (Buschmeier and Kopp, 2014b),
elicitation of feedback from the listener is a viable
strategy to ensure and achieve an effective dialogue.
We propose that the following three criteria—in
terms of our model — are indicative of a speaker’s
information needs (Buschmeier and Kopp, 2014b):

1. The entropy of a variable of interest rises (i.e.,
the probability distribution across the elements
of a variables become more uniform, e.g.,
when P(U = low) = 0.33, P(U = medium) =
0.33, P(U = high) = 0.33) so that the belief
state becomes less and less informative.

2. A variable of interest remains static for an ex-
tended period of time (e.g., when the listener
does not provide feedback).

3. The distance (measured with the Kullback-
Leibler divergence) between the probability
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distributions of the current state of a variable
and a desirable ‘reference state’ — such as, for
example, a state that represents very good un-
derstanding — grows beyond a certain accept-
able value.

These criteria could in principle be used with the
static model of attributed listener state. However,
the continuous temporal progression of the belief
state makes it possible to identify reliable trends
which enable informational needs to be detected
early on and with high precision.

5.2 Anticipatory adaptation

A second ability that also builds on the mechan-
ism of identifying trends in the development of the
attributed listener state is to adapt language produc-
tion to anticipate needs of the listener, a mechanism
that human speakers use all the time. For this, an
artificial agent could simulate the most likely evolu-
tion of the dynamic ALS and use this projected next
listener state in order to make adaptations in natural
language generation that serve as a pre-emptive
countermeasure against an expected undesirable
cognitive state of the user.

As an example, consider a situation where the
agent believes that with every discourse segment
the user understood less and less. A simulation
that is run for the upcoming segment results in a
belief state which shows that this trend is likely
to continue. Expecting this state in the dynamic
model, now allows the agent to change its original
plan — say, to present an additional detail —and
instead repeat what has already been said in a dif-
ferent way thus giving the subject matter a different
perspective which might help the user understand.

6 Conclusion

In this paper we propose a dynamic Bayesian
network-based model for minimal mentalising that
tracks the interlocutors’ cognitive state with respect
to their willingness and ability to perceive, under-
stand, accept, and agree by means of their commu-
nicative feedback behaviour. We argued that feed-
back is a particularly suitable way for listeners to
provide evidence of understanding at almost any
point in the dialogue, and for speakers to reason
about the the listener’s cognitive state, as well as to
make statements about groundedness. The model
can serve as a middle ground between theories
that assume representations of full common ground

(Clark, 1996) and theories that assume no common
ground at all (Pickering and Garrod, 2004).

We extended a previous model of attributed
listener state (Buschmeier and Kopp, 2012) with
a temporal dimension, showed how the attributed
listener state develops while a dialogue unfolds, and
illustrated how its progression can be influenced by
the structure of the discourse. Finally, we briefly
described two relevant and novel applications of the
presented model for artificial conversational agents
that rely specifically on the model’s temporal dy-
namics and its ability to continuously track the de-
velopment of the attributed listener state in order to
identify trends and project its future development.

Future work will involve an investigation of direc-
tionality of the influence of the discourse relations
in the dynamic model. A result might be that the
flow of information will be reversed given certain
discourse relations so that recent evidence of under-
standing can influences variables in the previous
time-slice. We will also implement the mechanisms
for feedback cue elicitation and anticipatory adapt-
ation sketched out as applications in an artificial
conversational agent and evaluate them in interac-
tion with human users.

A Supplementary material

A data publication containing the model paramet-
ers supplements this paper (Buschmeier and Kopp,
2014a). Additionally, the dynamic Bayesian net-
work implementation is publicly available under the
GPL 3 license at http://purl.org/scs/PRIMO.
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Abstract

We present a formulation of phrase struc-
ture rules in TTR (Type Theory with
Records (Cooper, 2012)) as dialogue up-
date rules of a similar kind to those dis-
cussed by Ginzburg (2012) and Larsson
(2002). This grounds syntax in a the-
ory of events. Apart from unifying syn-
tax with a theory of dialogue processing,
there are two main advantages to the pro-
posal: (1) it places constraints on a natural
non-abstract theory of syntax which rep-
resents linguistic events as they occur and
(2) it points us to an account of incremen-
tal interpretation in terms of the processing
of strings of events in a manner similar to
that proposed by Poesio and Traum (1997)
and Poesio and Rieser (2010).

1 Introduction

A common view of how dialogue analysis fits into
linguistic theory is that dialogue comes as a super-
ordinate structure built on top of syntax, semantics
and the other conceptual components of linguistic
theory where the kinds of tools used in dialogue
analysis seem quite different to what is needed for
the other components. 1 want to suggest that we
can turn this around: that everything in linguistic
analysis can be thought of in terms of the tools
we need for dialogue, that is, tools required for
the analysis of communication involving the per-
ception and creation of types of linguistic events
and reasoning about updates to information states.
And I want to suggest that we can pursue this idea
without sacrificing the kind of formal rigour we
are able to achieve in more traditional approaches
to linguistic analysis.

In this paper we show that we can view phrase
structure rules in TTR (Type Theory with Records
(Cooper, 2012)) as dialogue update rules. In this

way I want to suggest that the foundational notions
which run through all the components of linguistic
theory have to do with the perception and creation
of communicative events in the way that has been
discussed in formal theories of dialogue such as
Ginzburg (2012) and Larsson (2002). The ideas
presented in this paper could be regarded as im-
plicit in their work, although they do not make an
explicit connection with phrase structure. There
are three aspects of our particular approach which
we would like to highlight:

1. Grounding syntax in event perception and
creation places intuitive restrictions on what
a “natural” syntax is and makes abstract the-
ories of syntax with many inaudible con-
stituents appear as a rather different kind of
theory.

2. It also points the way to a view of incremental
parsing as information state update in a way
which is related to proposals by Poesio and
Traum (1997) and Poesio and Rieser (2010).

3. The use of TTR enables us to factor the
phrase structure rules into various abstract re-
sources which can be combined. The result
gives us a view of universal grammar similar
to that of Jackendoff (2002) and Cooper and
Ranta (2008) where linguistics universals are
regarded as a kind of toolbox from which nat-
ural languages select.

The approach we are taking also has a lot in
common with that taken by Purver et al. (2010)
and Eshghi et al. (2012). There the strategy is
to incorporate TTR into Dynamic Syntax. Here
the strategy is to incorporate ideas from Dynamic
Syntax into TTR. Another related approach which
needs to be explored in this connection is repre-
sented by Demberg et al. (2013).

We will first present a particular view of up-
date in terms of TTR and then we will show how
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phrase structure rules can be considered in these
terms. We will not give a detailed introduction
to TTR notation', although we will use it liber-
ally for the sake of concreteness. However, we
will give an intuitive explanation of each formula
which should make the ideas accessible to readers
unfamiliar with the details of the notation.

We shall consider some of the resources needed
to deal with a very simple toy dialogue as in (1).

(1)  User: Dudamel is a conductor
System: Aha
User: Beethoven is a composer
System: OK

2 Update functions

We will assume that agents do not have complete
information about their information state, that is,
they reason in terms of fypes of information state
(that is, gameboards). The basic intuition behind
our reasoning about information state updates can
be expressed as in (2).

(2) Ifr;:T;, thenrjyq: Ti-i—l(rz’)

That is, given that we believe that the current
information state is of type T;, then we can con-
clude that the next information state is of type 751
which can depend on the current information state.
According to this, we can have a hypothesis about
the type of the next information state even though
we may not know exactly what the current infor-
mation state is. Thus the dependency in our types
provides us with a means for representing under-
specification.

This basic rule of inference corresponds to a
function from records to record types, a function
of type (I; — RecType). Such a function is of the
form (3).

(3) Ar:T;. Tipa(r)

Things are a litte more complicated than this,
however, because this only represents the change
from one information state to another, whereas in
fact this change is triggered by an event (speech
or otherwise) which bears an appropriate relation

'This can be found in Cooper (2012) and in the up-
dated drafts of a manuscript in progress called Type theory
and language: from perception to linguistic communication
to be found on https://sites.google.com/site/
typetheorywithrecords/drafts.

to the current information state represented by r.
Thus we are actually interested in functions from
the current information state to a function from
events to the new information state, as in (4).

@) Ar:T; . dhe:Te(r) . Tix1(r,e)

This is one of a number of ways of characteriz-
ing update in this kind of framework. One might
for instance think of the type of the speech event
as being part of the current information state. Also
instead of using an update function one can use
a record type with a ‘preconditions’-field and an
‘effect’-field. Both Ginzburg (2012) and Larsson
(2002) have this kind of approach. Our formula-
tion makes explicit that update functions are de-
pendent types, that is functions from objects (in-
cluding information states and events) to a fype,
in this case for the updated information state. We
will see that this makes clear a natural relation-
ship between update functions and phrase struc-
ture rules viewed as functions (similar to a catego-
rial grammar approach).

Let us consider the update function which the
user could use in order to update her information
state after her own utterance of Dudamel is a con-
ductor. The function in Figure 1 is modelled on
the kind of integration rules discussed in (Lars-
son, 2002). This function maps information states
(records), 7, which have a non-empty agenda to
a function that maps events to a type of informa-
tion state. It thus requires that the current informa-
tion state (the first argument to the function) have
a non-empty agenda. The second argument to the
function (represented by u) requires the move as-
sociated with the speech-event to be of the first
type on the agenda in r, the current information
state, and also to be an assertion with SELF as the
speaker. It also requires that the chart associated
with this utterance can be interpreted as a move of
that type. The requirements on the arguments to
the function represent the preconditions. The type
that results from applying the function to its argu-
ments represents the effect of the update. This type
requires the agenda to be the result of replacing
the first type on the agenda in r with an acknowl-
edgement where the speaker is the audience of the
assertion move and the audience of the acknowl-
edgement is SELF. The content of the acknowl-
edgement is the same as the content of the asser-
tion. That is, what is being acknowledged is the
content of the assertion. It furthermore requires
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)\r:[ private [ agenda nelMoveType(SELF)] } }
move fst(r.private.agenda) A |e: Sp=SELF:Ind A [e:Assertion}
i au:/nd
| chart Chart
e :  m-interp(chart,move)
[ ' sp=u.move.e.au:/nd 1
e:Acknowledgement/\ AU=SELF-Ind

private: | agenda=
Cent-content(e,cnt)

cnt=u.move.cnt:RecType

move=u.move:Move(SELF)
shared: | latest-utterance: | chart=u.chart: Chart
e=u.e:m-interp(chart,move)

:[MoveType(SELF)]

| rst(r.private.agenda)

Figure 1

the latest-utterance field to contain the move and
chart of the utterance u. The idea is that this func-
tion should be used to predict the type of the next
information state on the basis of the current infor-
mation state and the observed event. That is, if
we believe the current information state to be of
the domain type of the update function and we ob-
serve an event of the required type then we reason
that the updated information state should be of the
type resulting from applying the function to the
current information state.

We will now examine how such an update func-
tion could be used to reason about an update. Let
us suppose that the user considers the current in-
formation state to be of type Figure 2.

This represents that the user intends to assert
that Dudamel is a conductor represented by the
record type [e:conductor(Dudamel)] . The user
also believes that there was no previous utterance
and no commitments, i.e. that the planned utter-
ance will be dialogue initial.

Suppose now that the user utters Dudamel is a
conductor and judges this utterance event u; to be
an event of type Figure 3.

The user will have more information about the
nature of the chart (that is, about what was actually
said and how it might be analyzed) than we have
represented but we will leave this underspecified.

Clearly in the user’s judgement the utterance
fulfils the requirements placed on it by Figure 1
since the move interpretation associated with it is
of the type which occurs at the head of the agenda.
Note that we are reasoning with this function with-
out actually providing it with an argument since

we only have a (hypothesized) type of the current
information state, not the actual information state.
The crucial judgement is that the type of the cur-
rent information state is a subtype of the domain
type of the function. This is sufficient to allow us
to come to a conclusion about the type of the new
information state.

According to the update function the next infor-
mation state must be of the type Figure 4. Note
that the speaker in the type on the agenda here
is the audience of the original utterance. Thus
what is on the agenda is a type of act to be car-
ried out by the interlocutor rather than the SELF.
This is a way of implementing simple turn-taking
in a gameboard approach to dialogue. It also rep-
resents the fact that the realization of event types
is often a collaborative process. An utterance is
not successfully acknowledged if the person who
made the original utterance is no longer paying at-
tention, for example.

But we know more about the new information
state than what is expressed by the type which
results from the update function. Everything we
know about the current information state which re-
mains unchanged by the function must be carried
over from the current information state. This is
related to the frame problem introduced by (Mc-
Carthy and Hayes, 1969).2 We handle this by per-
forming an asymmetric merge of the type we have
for the current information state with the type re-
sulting from the update function. The asymmetric
merge of two types 17 and T3 is represented by

2For a recent overview of the frame problem see (Shana-
han, 2009).
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private:

shared:

|

private: | agenda=[

shared: | latest-utterance: | chart=u4.chart: Chart

e:Assertion N\ {sp:SELF :Ind}
agenda=[ |cnt= [e:conductor(dudamel)} :RecType | 1 :[RecType]
Cent:content(e,cnt)

latest-utterance:Nil
commitments=[]:RecType

Figure 2

e:Assertion/\ {sp:SELF :Ind

move cnt= {e:conductor(Dudamel) :RecType
Cent:content(e,cnt)

chart Chart

e : m-interp(chart,move)

Figure 3

sp=uj.move.e.au:lnd
au=SELF:Ind
cnt=u;.move.cnt:RecType
Ccent:content(e,cnt)

move=uj.move:Move

e:Acknowledgement/\

1:[RecType]

e=u.e:m-interp(chart,move)

Figure 4

T1T2. If one or both of 7} and T, are non-

record types then Tng will be T5. If they are
both record types, then for any label ¢ which oc-
curs in both 77 and 15, T1T2 will contain a field
labelled ¢ with the type resulting from the asym-
metric merge of the corresponding types in the ¢-
fields of the two types (in order). For labels which
do not occur in both types, 77| A [I5 will contain
the fields from 77 and 75 unchanged. In this infor-
mal statement we have ignored complications that
arise concerning dependent types in record types.
Our notion of asymmetric merge is related to the
notion of priority unification (Shieber, 1986).

3 Phrase structure rules as update
functions

We take signs to be records of the type (5).

SEvent
Cnt

s-event
5
) cnt
This represents the pairing of a speech event
with content in a Saussurean sign. It does not,

however, require the presence of any hierarchical
information in the sign corresponding to what in
linguistic theory is normally referred to as the con-
stituent (or phrase) structure of the utterance. To
some extent it is arbitrary where we add this infor-
mation. We could, for example, add it under the
label ‘s-event’ (“speech event”). However, it will
be more convenient (in terms of keeping paths that
we need to refer to often shorter) to add a third
field labelled ‘syn’ (“syntax”) at the top level of
the sign type as in (6).

s-event SEvent
(6) syn Syn
cnt Cnt

However, as we will see below, Syn will re-
quire a ‘daughters’-field for a string of signs. This
means that Sign becomes a recursive type. It will
be a basic type with its witnesses defined by (7).

s-event SEvent
(7) o:Signiffo: | syn Syn
cnt Cnt
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We shall take Syn to be the type (8).

cat . Cat

®) daughters Sign*

The type Sign, as so far defined, can be seen as
a universal resource. By this we mean that it is
a type which is available for all languages. Cat
is the type of names of syntactic categories. For
the purposes of the current toy example we will
take the witnesses of Cat to be: s (“sentence”), np
(“noun phrase”), det (“determiner”), n (“noun”), v
(“verb”) and vp (“verb phrase”). We will use cap-
italized versions of these category names to repre-
sent types of signs with the appropriate path in a
sign type as in (9).

©) a. §=Sign A [syn: [cat:s:CatH
b. NP = Sign A [syn: [cat:np:cazﬂ
c. Det = Sign A [syn: [eat:det:CmH
d. N = Sign A [syn: [cat:n:CazH
e. V= Sign A [syn: [cat:v:CazH
f. VP = Sign A [syn: [cat:vp:catﬂ

This means that, for example, (9a) is the type in
Figure 5.

We might think that the type Cat is a language
specific resource and indeed if we were being
more precise we might introduce separate types
for different languages such as Cat 4, Cat sy and
Caty,g for the type of category names of English,
Swedish and Tagalog respectively. However, there
is a strong intuition that categories in different lan-
guages are more or less related. For example, we
would not be surprised to find that the categories
available for English and Swedish closely overlap
(despite the fact that their internal syntactic struc-
ture differs) whereas the categories of English and
Tagalog have less overlap. (See (Gil, 2000) for
discussion.) For this reason we assume that there
is a universal resource Cat and that each language
will have a subtype of Cat which specifies which
of the categories are used in that particular lan-
guage. This is related to the kind of view of lin-
guistic universals as a kind of toolbox from which
languages can choose which is put forward by
Jackendoff (2002) and Cooper and Ranta (2008).

The ontological status of objects of type Cat as
we have presented them is a little suspicious. In-
tuitively, categories should be subtypes of Sign,
as in (9). We have identified signs belonging to
these types as containing a particular object in Cat
in their ‘cat’-field. But one might try to charac-
terize such signs in a different way, for example,
as fulfilling certain conditions such as having cer-
tain kinds of daughters. However, this is not quite
enough, for example, for lexical categories, which
do not have daughters. We have to have a way of
assigning categories to words and we need to cre-
ate something in the sign-type that will indicate
the arbitrary assignment of a category to a word.
For want of a better solution we will introduce the
category names which belong to the type Cat as a
kind of “book-keeping” device that will identify a
sign-type as being one whose witnesses belong to
category bearing that name.

The ‘daughters’-field is required to be a string
of signs, possibly the empty string, since the
type Sign® uses the Kleene-*, that is the type
of strings of signs including the empty string, €.
Lexical items, that is words and phrases which
are entered in the lexicon, will be related to
signs which have the empty string of daughters.
We will use NoDaughters to represent the type
{syn: {daughters=s:5ign*} } .

If Tphon 1s a type (normally a phonological type,
that is, Tnon £ Phon) and Tiey 1S a type (nor-
mally a sign type, that is, T, £ Sign , then we
shall use Lex(Tphon, Tsign) to represent Figure 6.
This means, for example, that Figure 7(a) repre-
sents the type in Figure 7(b) which, after spelling
out the abbreviations, can be seen to be the type in
Figure 7(c). We can think of ‘Lex’ as the function
in (10)°

(10) AT1:Type
A5 Type .
1 N [s—event: [e:T 2” A NoDaughters

This function, which creates sign types for lex-
ical items in a language, associating types with a
syntactic category, can be seen as a universal re-
source. We can think of it as representing a (some-
what uninteresting, but nevertheless true) linguis-
tic universal: “There can be speech events of given
types which have no daughters (lexical items)”.

3We are using the notational convention for function ap-

plication as used, for example, by (Montague, 1973) that if f
is a function f(a,b) is f(b)(a).
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e-loc Loc
sp Ind
au Ind

s-event e Phon
Cloc loc(e,e-loc)
Csp speaker(e,sp)
Cau audience(e,au)

syn cat=s Cat ]
daughters Sign*

| cnt C'nt ]
Figure 5

Tiign /A {S-GVCHI: [e:TphonH A NoDaughters

Figure 6

a. Lex(“Dudamel”, NP)

b. NP A [s—event: [e:“Dudamel”H A NoDaughters

[ [ e-loc Loc I
sp Ind
au Ind
s-event e “Dudamel”
Cloc loc(e,e-loc)
¢ Csp speaker(e,sp)
Cau audience(e,au)
syn cat=np Cat
daughters=¢ Sign*
| cnt Cnt |
Figure 7

The lexical resources needed to cover our exam-
ple fragment is given in (11).

(11) Lex(“Dudamel”, NP)
Lex(“Beethoven”, NP)
Lex(“a”, Det)
Lex(“composer”, N)
Lex(“conductor”’, N)
Lex(“is”, V)
Lex(“ok™, §)
Lex(“aha”, S)

The types in (11) belong to the specific re-
sources required for English. This is not to
say that these resources cannot be shared with
other languages. Proper names like Dudamel and
Beethoven have a special status in that they can

be reused in any language, though often in modi-
fied form, at least in terms of the phonological type
with which they are associated without this being
perceived as quotation, code-switching or simply
showing off that you know another language.

Resources like (11) can be exploited by update
rules. If Lex(T,, C) is one of the lexical resources
available to an agent A and A judges an event e
to be of type Ty, then A is licensed to update
their gameboard with the type Lex(13,, C). Intu-
itively, this means that if the agent hears an utter-
ance of the word “composer”, then they can con-
clude that they have heard a sign which has the
category noun. This is the beginning of parsing.
The licensing condition corresponding to lexical
resources like (11) is given in Figure 8. We will
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return below to how this relates to gameboard up-
date. Figure 8 says that an agent with lexical re-
source Lex(7", C') who judges a speech event, u, to
be of type T'is licensed to judge that there is a sign
of type Lex(T’, C') whose ‘s-event.e’-field contains
U.

Strings of utterances of words can be classified
as utterances of phrases. That is, speech events
are hierarchically organized into types of speech
events. Agents have resources which allow them
to reclassify a string of signs of certain types (“the
daughters”) into a single sign of another type (“the
mother”). So for example a string of type Det™ N
(that is, a concatenation of an event of type Det
and an event of type N) can lead us to the con-
clusion that we have observed a sign of type NP
whose daughters are of the type Det™N. The re-
source that allows us to do this is a rule which we
will model as the function in (12a) which we will
represent as (12b).

(12) a. Au: Det™N .
NP A [syn: [daughters=u:Det”NH

b. RuleDaughters(NP, Det ™ N)

‘RuleDaughters’ is to be the function in Fig-
ure 9. Thus ‘RuleDaughters’, if provided with a
subtype of Sign™ and a subtype of Sign as argu-
ments, will return a function which maps a string
of signs of the first type to the second type with the
restriction that the daughters field is filled by the
string of signs. ‘RuleDaughters’ is one of a num-
ber of sign type construction operations which we
will introduce as universal resources which have
the property of returning what we will call a sign
combination function. The licencing conditions
associated with sign combination functions are as
characterized in Figure 10. This means, for exam-
ple, that if you categorize a string of signs, u, as
being of type Det N then you can conclude that
there is a sign of type NP with the additional re-
striction that its daughters are u.

‘RuleDaughters’ takes care of the ‘daughters’-
field but it says nothing about the ‘s-event.e’-field,
that is the phonological type associated with the
new sign. This should be required to be the con-
catenation of all the ‘s-event.e’-fields in the daugh-
ters. If u : T where T is a record type containing
the path 7, we will use concat;(u[i].7), the con-
catenation of all the values u[i].7 for each element
in the string u in the order in which they occur

in the string. We can now formulate the function
ConcatPhon as in Figure 11. ConcatPhon will map
any string of speech events to the type of a single
speech event whose phonology (that is the value
of ‘s-event.e’) is the concatenation of the phonolo-
gies of the individual speech events in the string.

We want to combine the function in Figure 11
with a function like that in (12). We do this by
merging the domain types of the two functions
and also merging the types that they return. This
is shown in Figure 12(a) which in deference to
standard linguistic notation for phrase structure
rules could be represented as Figure 12(b).* In
general we say that if C, C1, ..., C, are category
sign types as in (9) then C — C;...C), rep-
resents RuleDaughters(C, C;™...7 C,) A Con-
catPhon where for any type returning functions
Ar:Ty . To(r) and Ar:T5 . Ty(r) Ar:Ty . Ta(r)
A Ar : Ty . Ty(r) denotes the function Ar :
TiNT3 . To(r)ATy(r). Thus the function in Fig-
ure 12 can be represented in a third way as in Fig-
ure 13. The hope is that the ability to factorize
rules into “bite-size” components will enable us to
build a theory of resources that will allow us to
study them in isolation and will also facilitate the
development of theories of learning. It gives us a
clue to how agents can build new rules by com-
bining existing components in novel ways. It has
implications for universality as well. For exam-
ple, while the rule NP — Det N is not univer-
sal (though it may be shared by a large number of
languages), ConcatPhon is a universally available
rule component, albeit a trivial universal, which
says that you can have concatenations of speech
events to make a larger speech event.

The rules associated with our small grammar
are given by (13).

(13) S —> NP VP
NP — Det N
VP — VNP

4 Conclusions

It may seem that we have done an awful lot of
work to arrive at simple phrase structure rules.
Some readers might wonder why it is worth all this
trouble to ground the rules in a theory of events

“Note that ‘— used in the phrase structure rule in Fig-
ure 12(b) is not the same arrow as ‘—’ which is used in our
notation for function types. We trust that the different con-
texts in which they occur will help to distinguish them.
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If Lex(T, C) is a resource available to agent A, then for any u, u : 4 T licenses

4 Lex(T', C) A [s—event: [e:u:TIH

Figure 8

ATy @ Type
A5 . Type .

Au Ty To A {syn: [daughters:u:Tlﬂ

Figure 9

If f: (Th — Type) is a sign combination function available to agent A, then

for any u, u :4 T licenses : 4 f(u)

Figure 10

A [s—event: [e:Phon} ] +.

{ s-event

{ e=concat;(u[i].s-event.e)

Phon | |

Figure 11

and action when what we come up with in the end
is something that can be expressed in a standard
notation which is one of the first things that a stu-
dent of syntax learns. One reason has to do with
our desire to explore the relationship between the
perception and processing of non-linguistic events
and speech events. Another reason has to do with
placing natural constraints on syntax. By ground-
ing syntactic structure in types of events we pro-
vide a motivation for the kind of discussion in
(Cooper, 1982). An abstract syntax which pro-
poses constituent structure which does not corre-
spond to speech events is not grounded in the same
way and thus presents a different kind of theory.
The abstraction lies in the nature of the types used
to classify strings, rather than abstract elements in

the strings themselves. A third reason is that it
points to a way of thinking of parsing in TTR as
incremental updating of an information state sim-
ilar to the kind of proposals that have been made
in PTT (Poesio and Traum (1997) and Poesio and
Rieser (2010)). We have not integrated our view
of syntax with compositional semantics and dia-
logue update rules here. This is, however, done in
the work in progress cited in footnote 1.
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Abstract

Pragmatic interpretations are, by definition, in-
fluenced by contextual factors. Research in
experimental semantics and pragmatics has
suggested that participants, when presented
with fragments of discourse, draw inferences
about the nature of the prior context and use
these inferences to shape their interpretation of
the target materials. This has both methodo-
logical and theoretical implications. Focusing
on the domain of numerical expressions, | pre-
sent an experiment that aims to elucidate the
effect of participants imagining a particular
prior context (specifically, one in which a giv-
en numeral is salient). | show that this expec-
tation influences pragmatic interpretation in a
classically predictable way. | further argue that
the effect of ‘imagined prior context’ might be
responsible for a sizeable portion of the unex-
pected variability exhibited between partici-
pants in typical pragmatic experiments.

1 Introduction

A substantial body of research in experimental
semantics and pragmatics has addressed the gen-
eration of so-called scalar implicatures (Sls). Sls
constitute a special case of the more general
quantity implicature, in which — following the
analysis of Grice (1989) — hearers use the speak-
er’s utterance to draw inferences about the falsity
of logically stronger alternatives that could have
been uttered instead. Sls specifically rely on the
existence of informational scales, comprising
terms which belong to the same semantic field
but differ in informational strength.

The canonical example of scalar implicature,
both historically and in the current experimental
literature, involves the scale <some, all>. Taking
“some” to possess purely existential semantic
meaning, “all” entails “some”, and in that sense
is informationally stronger (across a wide range
of possible contexts of use). Consequently, the
hearer of (1) is argued to be able to recover the
implicature (2), as first observed by Mill (1865).

(1) I saw some of your children today.

(2) The speaker saw some but not all of the
addressee’s children today.

The availability of such an implicature relies
upon a number of auxiliary assumptions, includ-
ing that the speaker is knowledgeable about the
stronger proposition (as already pointed out by
Mill) and potentially that the stronger proposition
is relevant to the discourse purpose (see for ex-
ample Breheny et al. 2006). However, those as-
sumptions being met, implicatures should be re-
coverable by any competent user of language.
Indeed, on a Gricean analysis, they are an aspect
of intentional communication: the speaker of (1)
explicitly intends to convey the meaning “some
but not all”, and the work of the hearer is merely
to recover this intention. In that sense, the ability
to recover implicatures is a necessary part of a
language user’s communicative competence (at
least if we accept the general characterization of
linguistic communication as ‘intentional’).

From this point of view, it is unsurprising that
developmental research has documented that
young children appear to lack facility with impli-
catures (Papafragou & Musolino 2003, Guasti et
al. 2005, and many others). However, it is pro-
foundly surprising that numerous adult studies
have documented acceptance rates for the impli-
cature “some” +> “not all” that are far from max-
imal (Noveck 2001, Bott & Noveck 2004, Guasti
et al. 2005, etc.)

This cannot readily be attributed to deficien-
cies in the specific scale being tested, <some,
all>. Of course, this scale may indeed be defi-
cient in some respect, but comparative research
suggests that it is nevertheless among the strong-
est and most reliable of the posited implicatural
scales (van Tiel et al. in prep.) Hence, if the
<some, all> scale lacks explanatory value, we
might argue that the same is true of scalar impli-
cature in general.

A less radical alternative account for the vari-
ability in performance, both between and within
tasks, is that it is driven by contextual factors.
Depending on the precise nature of the task, an
underinformative choice of expression — such as
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saying “some” when in fact “all” is the case —
might be acceptable to a greater or lesser degree.
For instance, we might expect that underinforma-
tive “some” would be less acceptable if the task
is understood to involve giving the best possible
description, but more acceptable if the task mere-
ly involves making any true statement. The na-
ture of the judgment that participants are obliged
to make could also exert an influence here, as for
instance in Katsos and Bishop’s (2011) study.
They demonstrate that children aged 5 reliably
accept (and adults reliably reject) descriptions
with “some” given to situations with “all”, when
the response condition is effectively binary
(yes/no). However, when the response condition
is ternary (in effect, good, bad or medium), chil-
dren and adults alike reliably assign the interme-
diate rating to underinformative descriptions
with “some”. This suggests, as Katsos and Bish-
op argue, that the children’s behaviour in the bi-
nary condition does not reflect their lack of
awareness of the shortcomings of the tested ut-
terances. Rather, it seems to reflect an unwilling-
ness on the children’s part to reject utterances on
this basis, an unwillingness that adults do not
share.

Can we invoke a contextual explanation to
deal with within-task variability, though? In such
cases, the presented context is the same for all
participants, yet the observed behaviour varies.
The only possible contextual explanation for this
is that participants — in addition to taking into
account the provided context — are imagining
more elaborate and detailed prior contexts for the
utterances, and that these contexts differ between
participants, for instance in the level of accuracy
or informativeness that they require the follow-
ing utterance to exhibit.

The idea that participants in experiments of
this kind might conjure up richer contexts for
interpretation is not a new one — Breheny et al.
(2006), for instance, explicitly note this possibil-
ity. However, it appears that relatively little at-
tention has been paid to documenting directly
whether this phenomenon exists, and if so,
whether or not it is widespread. This omission is
surprising given the potential methodological
importance of such work for experimental se-
mantics and pragmatics. As a research area, ex-
perimental pragmatics grapples directly with this
issue, in that the object of study is the meanings
of real-life utterances produced in particular con-
texts, but the experimental research that address-
es this question relies heavily on artificially con-
structed materials which are necessarily often

presented in relatively impoverished contexts. In
experiments, it is more typical to present a single
conversational turn or a question-answer pair
than a full dialogue, and it is hard to exclude the
possibility that participants may make assump-
tions about the higher-order discourse purpose or
the content of previous turns to which they were
not privy.t

Indeed, even our theoretical intuitions about
pragmatic meanings may be informed by specu-
lation about the likely context of utterance, even
when this is not treated in a systematic fashion
by theory. Even the uncontroversial intuition that
“some” can convey ‘“not all” relies on the as-
sumption that the stronger proposition “all”
might have been relevant, given the prior dis-
course context, in circumstances in which
“some” can be uttered, an assumption that in turn
relies on a notion of relevance that is somewhat
elusive. For less frequently occurring forms, such
as those discussed in the following section, the
problem may be more severe, as the form may
effectively carry more information about its own
likely context of utterance than is generally
acknowledged.

In this paper, I make a preliminary attempt at
addressing the issue of ‘imagined prior context’
experimentally. In doing so, | focus on pragmatic
enrichments within the numerical domain, a de-
cision that | attempt to motivate in the following
section.

2 Implicatures from numerical expres-
sions

The domain of numerical expressions appears to
be a fertile one for pragmatic enrichment. A
popular analysis of numeral meaning holds that
numbers are lower-bounded on their semantics
and acquire exact meanings pragmatically
through implicature (although see Breheny 2008
for a critical discussion of this proposal). More
recently, Cummins, Sauerland and Solt (2012)
demonstrate the availability of pragmatic en-
richments, apparently due to quantity implica-
ture, from expressions of the form “more than n”.

1 An anonymous reviewer raised the general and very im-
portant question of what artificial experiments of this kind
can tell us about natural communication. | have no space
here to offer a manifesto for experimental pragmatics, as
practised at the sentence level. However, | would argue that
both the process of enriching weak scalar meanings and the
process of inferring non-shared prior context are highly
likely to be relevant to natural communication. Neverthe-
less, my immediate concern here is just to try to disentangle
those two processes in laboratory tasks.
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They also argue that these enrichments are con-
ditioned by numeral salience.

To take a specific example, Cummins et al.
(2012) show experimentally that quantifying sen-
tences such as (3) are considered to convey addi-
tional meanings to the effect that, for instance,
(4) or (5).

(3) I have more than 60 CDs.
(4) 1do not have more than 80 CDs.
(5) 1do not have more than 100 CDs.

The available implicatures are argued to de-
pend upon the salience of the numeral concerned.
That is, Cummins et al.’s account explains the
absence of an implicature to the effect that (6) is
false, given the utterance (3), by arguing that (6)
is independently disfavoured on the basis of us-
ing a non-salient number. Hence, the speaker’s
decision to utter (3) rather than (6) can be ex-
plained just as a preference for using the number
60 rather than 61, and consequently there is no
need for the hearer to postulate that the speaker
is unable to commit to the truth of the assertion
(6). For this reason, the implicature not-(6) is
predicted to be unavailable, as is borne out ex-
perimentally.

(6) I have more than 61 CDs.

Whether or not this particular account is along
the right lines, Cummins et al.’s data seems
strongly to suggest that implicatures are available
in principle from utterances containing “more
than n” for numeral n. Moreover, for certain val-
ues of n, a wide range of different implicatures
appear to be available, depending on the prefer-
ences of the individual participant. A given in-
stance of “more than 100” can be construed as
conveying “not more than 110, “not more than
125”, “not more than 150” or “not more than
200”. Hence, just like the some/all case, there is
considerable variation between participants as to
whether specific pragmatic enrichments are en-
dorsed. Indeed, the picture is more colourful in
the numerical case, inasmuch as a greater num-
ber of distinct candidate implicatures (or sets of
implicatures) are endorsed by different partici-
pants, but again the reasons for this are not clear-
ly understood. Moreover, as noted by Fox and
Hackl (2006), such implicatures are not observed
in the cases of small cardinal quantities (“more
than two people” does not implicate “not more
than three people”), which is another fact requir-
ing explanation.

For numerical expressions, as opposed to other
expressions of quantity, it also seems more feasi-
ble to be able to ask participants direct questions
about the choice of expression. Given an utter-

ance such as (3), the question “Do you think that
the specific number 60 was important for some
reason?” seems perfectly reasonable and is not a
leading question. By contrast, given an utterance
such as (1), the question “Do you think that the
specific quantity ‘some’ was important for some
reason?”’ seems less natural.

For all these reasons, | would argue that the
domain of numerical expressions is a particularly
convenient testbed for the hypothesis sketched
out in the introduction: namely that the variabil-
ity between participants in their generation of
implicatures is partly explicable in terms of the
different prior contexts that they imagine. The
experiment in the following section sets out to
investigate this claim.

3 Experiment: implicatures and infer-
ences about prior context

In this experiment, participants read sentences
containing numerically-quantified expressions,
and were asked a set of questions about each sen-
tence. The aim was to examine simultaneously
whether the kind of implicature predicted by
Cummins et al. (2012) was available, whether
the reader inferred that the specific number was
being used for a particular reason, and whether
(as predicted by, for instance, a traditional Grice-
an pragmatic account) these two forms of infer-
ence were inversely correlated in strength.

3.1

12 sentences containing numerically-quantified
expressions were sampled from the BNC (BNC,
2007). These comprised one instance each of
“more than 60”, “more than 70”, “more than 80,
“more than 907, “at least 607, “at least 70, “at
least 807, “at least 90”, “more than one”, “more
than two”, “more than three”, and “more than
four”. The usage of each expression was cardinal
and related to the number in question: instances
such as “more than 50 per cent”, “more than 60
million”, and “more than 70 metres” were ex-
cluded from consideration. Bearing in mind
Cummins et al.’s (2012) findings about the pres-
ence of prior context, sentences were also ex-
cluded from consideration if the preceding sen-
tence contained a numeral (or if there was no
preceding sentence, i.e. the sentence in question
was the beginning of a text). However, the pre-
ceding sentences were in any case not presented

to participants in this study.

Materials
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Instances of “more than/at least n” for non-
round n are rare in the BNC and no appropriate
examples of cardinal usage, respecting the above
criteria, could be located. For this reason, non-
round conditions were created by replacing the
above numbers with non-round numbers of the
same order of magnitude: 60 with 58, 70 with 77,
80 with 86, and 90 with 93.2

Two lists were created, each comprising 12
items in pseudorandom order. The four small-
number “more than” sentences were presented on
both lists. For the remaining items, the design
balanced between round (original) and non-
round (replacement) numbers. Thus, version 1
contained sentences with “more than 60”, “more
than 777, “more than 86” and “more than 907,
whereas version 2 contained those same sentenc-
es with “more than 58, “more than 707, “more
than 80” and “more than 93”. For “at least”, the
reverse was true: version 1 contained “at least
58/70/80/93” and version 2 contained “at least
60/77/86/90”. In this way, each participant saw
each sentence and each number only once. The
sentences used are shown in Appendix A.

For each item, participants were asked to
judge four statements on a five-point Likert scale
rated from “very unlikely” (1) to “very likely”
(5). The first statement concerned the availability
of a specific implicature predicted by Cummins
et al. (2012); for instance, where the text identi-
fied the existence of “more than 70 volumes”,
statement (i) was “In the speaker’s opinion, the
actual number of volumes is less than 807.
Statement (ii) was “The speaker said [more than
70] because that was the most informative state-
ment possible”. Statement (iii) was “The speaker
said [more than 70] because that was a conven-
ient approximation”. Statement (iv) was “The
speaker said [more than 70] because the specific
number [70] was important for some reason”.

3.2

Participants were recruited via Amazon Mechan-
ical Turk. The conditions were fielded on sepa-
rate days in April 2014. 17 participants complet-
ed version 1 of the experiment and 14 partici-
pants completed version 2.

Participants

2 An anonymous reviewer observes that the construction of
materials in this way could be seen as an advantage, in that
it reduces the amount of irrelevant variance. However, for
the present purposes, | consider this a potential disad-
vantage, as | must then assume without proof that the result-
ing materials are in fact pragmatically felicitous.

3.3 Results

As no major differences were observed between
the results from the two conditions, they are
pooled and considered together in what follows.
Table 1 presents the mean ratings (and SDs) for
each of the test conditions.

(i) (ii) (i) | (iv)
More than
Round 346 | 344 | 408 |2098
(1.30) | (1.15) | (1.06) | (1.09)
Non-round 3.63 3.68 3.29 3.11
(1.12) | (1.04) | (1.23) | (1.27)
Small 2.02 |3.43 |329 |358
(1.27) | (1.13) | (1.20) | (1.24)
At least
Round 3.37 |367 |39 |3.10
(1.41) | (1.04) | (0.94) | (1.16)
Non-round 3.27 3.87 3.21 3.27
(1.38) | (1.09) | (1.33) | (1.26)

Table 1: Mean ratings (and SDs) for each quanti-
fier and number condition

Considering the mean responses for each tested
item within each category (i.e. the means by-
sentence), the ratings for (i) and (iv) are strongly
negatively correlated (Pearson’s r = -0.67). These
mean ratings are tabulated in full in Appendix B.
Planned comparisons via t-tests indicate that the
ratings in the “more than” condition with respect
to statement (i) are lower for small numbers than
for either round or non-round numbers, and with
respect to statement (iv) are higher for small
numbers than for either round or non-round
numbers (all p < 0.01).

3.4

The existence of a strong negative correlation
between judgments of statements (i) and (iv)
seems to suggest that, where participants infer
that specific numerals are being used for a par-
ticular reason, they are disinclined to infer the
otherwise-predicted pragmatic enrichment. This
appears to concur with the predictions of Cum-
mins et al. (2012). Recall that the availability of
an enrichment of the kind canvassed in (i) re-
quires that a stronger alternative assertion was
available to the speaker, and that this alternative
was not selected purely on the grounds of its fal-
sity. By contrast, where a specific numeral is

Discussion
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chosen because it is somehow intrinsically spe-
cial (as evidenced by a high rating for statement
(iv)), the informationally weaker assertion may
be preferable to informationally stronger alterna-
tives, on the basis that these stronger alternatives
would fail to use the “special” number. Conse-
quently, the speaker’s decision to use the infor-
mationally weaker assertion should not convey
anything about the truth-value of the informa-
tionally stronger alternative in this particular
case.

Delving into the specific conditions, the re-
sults suggest that participants are strongly disin-
clined to endorse the candidate implicatures aris-
ing from the small number conditions “more than
two/three/four/five” (respectively, ‘“not more
than three/four/five/six”. This is unsurprising —
these implicatures have been widely assumed to
be unavailable (see for example Fox and Hackl
2006), at least in cardinal contexts. More strik-
ingly, these expressions give rise to clear judg-
ments that the numbers in question are likely to
be contextually salient (as shown by their high
ratings on statement (iv)), even in the absence of
any explicit contextual support for this claim.

The unavailability of these implicatures could
be attributed to several distinct causes. One pos-
sibility (explored by Fox and Hackl 2006) is that
expressions of the form “more than n” systemati-
cally fail to give rise to implicatures: however,
this appears to over-predict, in the light of Cum-
mins et al.’s data. Another possibility is that the
implicatures are blocked as a consequence of
their communicative oddness: if “more than two”
implicated ‘“not more than three”, these premises
would together entail ‘“exactly three”, which
could be much more easily communicated in
other words. This would also account for the in-
tuition that “more than two” gives rise to impli-
catures in measurement contexts, with “more
than two metres” implicating “not more than
three metres”. However, the results of this exper-
iment could be taken to support a third explana-
tion, namely that the systematic lack of implica-
tures from expressions such as “more than two”
stems from the fact that these expressions trigger
strong expectations that the specific numeral
used was used for a particular reason. A rational
hearer who held such an expectation should be
unwilling to draw quantity implicatures. For in-
stance, suppose that the hearer assumes “more
than two” is being used because “two” is an es-
pecially salient number. It follows that the more
informative “more than three” might not be a
better alternative, even if it is true, on the basis

that it fails to use this salient number “two”. The
hearer should conclude that the use of “more
than two” rather than “more than three” does not
necessarily signal the speaker’s unwillingness to
commit to the truth of that latter, stronger propo-
sition.

Of course, this explanation is only tenable if
sentences involving “more than two” in cardinal
contexts are restricted in their distribution. They
would be predicted to be admissible in situations
in which the number “two” is salient, or can be
presumed to be salient: in such situations, the
implicature “not more than three” would be
blocked for the reason discussed above. “More
than two” would also be predicted to be admissi-
ble in situations in which the speaker is not
knowledgeable about the truth of stronger propo-
sitions, in which case the implicature would fail
to arise for standard reasons (this epistemic as-
sumption being essential for implicature on the
traditional account). However, “more than two”
would be predicted not to be admissible in situa-
tions in which the speaker is knowledgeable
about the precise value and in which the number
“two” is not especially salient. Examples dis-
cussed in the literature such as (7), in which the
speaker turns out to be knowledgeable about the
precise value, appear strongly to invite the infer-
ence that having “two children” constitutes a
threshold of some kind (e.g. for entitlement for
benefits). However, the question remains open as
to whether all examples of “more than two” in
cardinal quantificational contexts actually have
this property.

(7) John has more than two children; in fact,
he has five.

In the case of large round numbers, partici-
pants are inclined to draw the pragmatic enrich-
ment, endorsing statement (i). This replicates the
findings of Cummins et al. (2012). Moreover,
participants strongly endorsed statement (iii) in
this case (the rating exceeding that for both other
conditions; t-tests, p < 0.01). This suggests that
these utterances are regarded as convenient ap-
proximations rather than attempts to use specific
numbers; hence, implicatures should be availa-
ble. This expectation seems to be borne out.

Large non-round numbers behave similarly to
large round numbers in this experiment, but were
numerically rated higher with respect to both
statement (iv) and statement (i). They scored
somewhat lower on (iii), perhaps indicating that
they are not as ‘convenient’ an approximation as
round numbers; and slightly higher on (ii), sug-
gesting that they can be perceived as optimally

39



informative. This fits with the assumption that
the use of non-round numbers permits greater
precision but is associated with additional cogni-
tive costs. It is tempting to hypothesize that the
large non-round numbers constitute an interme-
diate case between round and small numbers in
this experiment, and that the speaker who uses
such a number is presumed both to be deliberate-
ly using a specific number and to be attempting
to convey an implicature. This would be con-
ceivable if the hearer presumes that the speaker
might prefer to use some specific number, but
may not be willing to sacrifice a great deal of
informativeness in order to do so: for example,
even if 83 is a salient number, a speaker might
use “more than 100” in preference to “more than
83” if they know the informationally stronger
statement to be true. However, more work is re-
quired both in order to determine whether speak-
ers actually exhibit this kind of preference, and —
independently of that — whether hearers perceive
that speakers are going to exhibit this kind of
preference, and can modulate their interpreta-
tions of quantity expressions accordingly.

4  Conclusion

The experiment presented in this paper repre-
sents a preliminary attempt to explore the idea
that numerically-quantified expressions might
signal information about the prior context against
which they should be interpreted, even when this
prior context is not provided. The results of the
experiment do appear to suggest that this is the
case: participants spontaneously infer that specif-
ic numbers (of particular kinds) are contextually
salient, purely on the basis of their usage. The
implicatures recovered by participants appear to
be modulated by this perception of contextual
salience, although it is not possible to infer the
existence of a causal relationship on the basis of
this experiment.

Based on these findings, it is tempting to posit
that at least some of the variability between par-
ticipants, documented in experiments on quantity
implicature, might be attributed to differences in
the way in which they infer details of the context
of utterance. The domain of number represents a
convenient testbed for this approach, but in prin-
ciple the hypothesis makes predictions about a
much wider range of situations. Future work will
aim both to broaden and deepen the experimental
exploration of this area.
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Appendix A. Materials, including variant

numbers used

Materials used in this experiment have been ex-
tracted from the British National Corpus, distrib-
uted by Oxford University Computing Services
on behalf of the BNC Consortium. All rights in
the texts cited are reserved.

1. These are supplemented by more than 60/58
massive volumes of press-cuttings. (BNK 829)

2. We just hit at the right moment and from that
week onwards, at least 93/90 people turned up.
(AB5 566)

3. You may also have noticed that there are more
than four grey shades used. (CGU 967)

4. They have lured or chased more than 77/70
species of vertebrates around racetracks in the
Kenyan desert, up treadmills at the field sta-
tion, and over runways of force plates in Mi-
lan, all in the interests of learning, as it were,
how many kilometres each model gets per li-
tre. (B75 1009)

5. In December 1984 at least 80/86 Jehovah's
Witnesses were arrested in Limbé, southwest
Cameroon, after holding an unauthorized reli-
gious meeting. (A03 628)

6. Violence was believed to be declining; the last
war involving more than two great powers had
been fought in the Crimea, far away, and the
assumptions which governed fighting were
more humane than ever before. (CM6 1021)

7. Plant experts at the meeting of the Convention
on International Trade in Endangered Species
(CITES) have agreed that more than 86/80
species of ‘slipper’ orchids — the genus pa-
phiopedilum from Asia and the genus thrag-
mipedium from South America — should be
listed on the CITES Appendix I, which bans
all commercial trade. (A59 421)

8. At least 70/77 alternatives have been submit-
ted, with that of "Polish Socialist Labour Par-
ty" the front-runner. (A7V 300)

9. In the next example the character's thought
spans more than one sentence. (EF8 1488)

10. Iranian-born Khoei, a scholar who had writ-
ten more than 90/93 books on theology, was
known for his adamantly apolitical stance.
(HLN 2053)

11. On the basis of earlier work relying on meas-
uring footprints, it had been estimated that

there must be at least 58/60 rhinos in the park.
(J3K 92)

12. We only have to look at Tintswalo Hospital
(Gazankulu) and more than three surrounding
villages that fall under the jurisdiction of Le-
bowa Authority for evidence of this inaccessi-
bility. (FBH 1174)

Appendix B. Mean ratings by-sentence

Tables 2 and 3 present the mean ratings for each
sentence in versions 1 and 2 of the experiment.
Sentences are numbered as in Appendix A,
where applicable, the first-given number in Ap-
pendix A was used in version 1 of the experi-
ment, and the second-given number was used in
version 2 of the experiment.

Sentence () (i) @) | (iv)
1 294 | 329 |4.06 |3.06
2 359 388 |294 |353
3 1.82 | 365 |382 |3.71
4 3.18 |3.88 |3.18 |347
5 359 359 |376 |3.29
6 1.88 | 353 |359 |3.82
7 376 |3.71 |335 |3.35
8 324 | 359 |394 |329
9 206 |3.29 |318 |3.29
10 3.47 | 365 |4.29 |3.00
11 259 | 4.00 |329 |347
12 206 |3.71 |329 |353

Table 2: Mean results by-sentence in version 1 of
the experiment
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Sentence (i) (i) (iii) | (iv)
1 407 | 357 |329 |3.14
2 3.14 | 364 |4.00 |3.07
3 1.86 |3.36 |343 |[3.79
4 3.46 | 350 |[3.93 |3.07
5 3.79 |3.93 [3.07 |293
6 243 321 | 279 |3.64
7 407 |329 |4.00 |279
8 321 | 364 |357 |3.07
9 214 | 3.14 |293 |3.64
10 3.57 | 350 [3.36 |236
11 350 |[3.92 (393 |264
12 200 |343 (314 |321

Table 3: Mean results by-sentence in version 2 of

the experiment
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Abstract

In this paper, we study how the frame of
reference (FoR) or perspective is commu-
nicated in dialogue through mechanisms
such as linguistic priming and alignment
(Pickering and Garrod, 2004). In or-
der to isolate the contribution of these
mechanisms we deliberately work with
a constrained artificial dialogue scenario.
First we collect data that deal with hu-
man behaviour in interpreting descriptions
that are ambiguous in terms of the FoR.
From these interpretations we extract and
identify strategies for FoR assignment in
conversations which we then apply to
generate descriptions and measure human
agreement with the system. Our findings
confirm that both speakers and hearers rely
on such mechanisms in conversation.

1 Introduction

A necessary basis for a successful human-machine
interaction in a situated dialogue is the ability
of the machine to understand and generate spa-
tial references to objects in the spatio-temporal
and discourse contexts. Studies of human-human
communication, e.g., (Levelt, 1989), reveal that
the speaker often uses projective spatial descrip-
tions, e.g., “to the left of the chair” or “in front of
the chair” without explicitly specifying the frame
of reference, or perspective, according to which
the hearer should interpret a scene. In principle,
these spatial descriptions may be interpreted rel-
ative to either of the conversational participants
(“...from my perspective”, “...from your per-
spective”) or to any other individual or object in
the scene (“...from sofa’s/Alex’s position”). In
order to be able to set the orientation of the co-
ordinate frame such objects must have identifi-
able front and back. We avoid describing FoR

as speaker-relative and hearer-relative as in a con-
versation their roles may change. Instead we re-
fer to system-relative (S) and human-relative (H)
FoR. Finally, the FoR may also be assigned in-
trinsically by the landmark/reference object (“the
chair”) (Levinson, 2003) which we mark as I.

Our long term research goal is to create artifi-
cial conversational agents that can participate in
situated dialogue. Such an agent must be able to
understand and use locative expressions, includ-
ing those that are dependent on FoR. The agent
must resolve the FoR before a geometric spatial
template, representing, for example, a region cor-
responding to “to the left of”, can be applied as
the FoR sets the origin and the orientation of the
coordinate system in which the spatial template is
projected (Maillat, 2003). Possibly the simplest
approach to handling the FoR issue that can be
adopted when creating an artificial conversational
agent is to assume or require that all FoR usage
is relative to the artificial agents perspective. Un-
fortunately, however, our earlier work with a sit-
uated robot (Dobnik, 2009) shows that relativis-
ing all human spatial descriptions to the perspec-
tive of the robot adds considerable noise to the
data which affects the performance of classifiers
that attempt to capture spatial templates. Trafton
et al. (2005) show that robots capable of mak-
ing perspective shifts are more effective in inter-
preting human descriptions and Steels and Loet-
zsch (2009) show that they are more successful in
learning and generating situated language. How-
ever, both approaches do not equip the robots with
a model of perspective of the most likely FoR their
conversational partner would expect which is the
focus of our current study.

There are a number of factors that affect the
choice FoR, including: task (Tversky, 1991), per-
sonal style (Levelt, 1982), arrangement of the
scene and the position of the agent (Carlson-
Radvansky and Logan, 1997; Kelleher and
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Costello, 2009; Li et al., 2011), and the presence
of a social partner (Duran et al., 2011). In this
work, however, we focus on linguistic priming and
alignment. By “linguistic” we mean expression of
and exposure to content of linguistic utterances.
We use the term linguistic priming to distinguish
it from and relate it to other forms of priming, for
example visual priming by the visual properties of
the scene, and priming by the participant role in
conversation (speaker/hearer). By alignment we
mean adoption of common patterns of behaviour.
Watson et al. (2004) conduct psychological studies
that confirm the alignment of FoR between con-
versational partners following a linguistic priming.
Johannsen and de Ruiter (2013) investigate further
whether the alignment is due to priming or due to
preference for a particular FoR in conversation and
conclude that there is an interplay of both factors.
In contrast to (Watson et al., 2004) and (Johannsen
and de Ruiter, 2013) we designed a more complex
structure of dialogue games where, for example, a
priming step is followed by two interpretive steps
before switching the communicative roles of par-
ticipants, which allows us to study the attenuation
of priming and the development of alignment.

Our study includes two experiments which were
performed in a constrained spatial environment
and dialogue (i) to control the influence of other
non-linguistic priming factors, and (ii) to test how
humans assign FoR at those points in dialogue
where the FoR assignment is at stake: directly
after a priming utterance, dialogue turns follow-
ing this turn and subsequent dialogue turns where
the interlocutors switch their roles (from interpre-
tation to generation and vice versa). By examining
the behaviour of dialogue participants at these di-
alogue points we address the following research
questions: (i) do participants align their FoR with
the linguistically primed FoR used by their dia-
logue partner; (ii) does the effect of priming de-
grade over dialogue games; and (iii) does priming
persist over role changes?

Overall, if priming develops into alignment, it
shows that agents behave cooperatively to their
conversational partner (Clark and Wilkes-Gibbs,
1986). In dialogue each conversational partici-
pant has a dialogue game-board which contains
their individual representation of the state of the
dialogue (Ginzburg and Fernandez, 2010). One
part of the dialogue game-board is the common
ground which contains assumptions that conver-

sational participants believe that they have agreed
upon. In the priming game (which contains an un-
ambiguous utterance relative to the visual scene)
both the hearer and the speaker push the FoR from
the speaker’s utterance to their common ground;
the speaker when they choose what to describe
and the hearer when they confirm that they have
understood the utterance. In the subsequent am-
biguous games both agents have a choice: should
they generate and interpret the utterance relative to
the FoR that is in the common ground of their di-
alogue game-board or should they update the FoR
in their common ground with a different one. We
hypothesise that if the agents are cooperative, they
will tend to minimise the updates to the common
ground unless this is not necessary, for example,
there is no new priming of the FoR through other
priming factors. We interpret the non-variability
of the FoR in the common ground as alignment.
Note that our notion of alignment is slightly differ-
ent from (Watson et al., 2004) and (Johannsen and
de Ruiter, 2013) who consider alignment to occur
if a hearer primed with a particular FoR would use
this FoR in their next utterance as a speaker. In our
framework, alignment occurs earlier, at the point
after the hearer updates their common ground with
the primed utterance.

Our experiments study the dynamics of FoR up-
dates to common ground in a restricted scenario.
In Experiment I the system has no knowledge of
the strategies for FoR assignment, instead we try
to capture them through observing the behaviour
of a human. The system primes the human with
an unambiguous scene description and we cap-
ture what a human would do in terms of FoR as-
signment in the subsequent conversational games
over visually ambiguous scenes, first when they
have a role of the interpreter and finally when they
become a generator. In Experiment Il we test
whether the human strategies for assigning FoR
from Experiment I can be used by the system and
whether human observers evaluate such behaviour
positively. Here, the human primes the system
in the first conversational game and in the subse-
quent games the system has a role of the generator
and finally an interpreter of visually unambiguous
scenes.

2 Experiment I: alignment of FoR

The focus of the reported research is to investi-
gate the role of linguistic priming and alignment
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in FoR-usage in constrained situated dialogues in
order to discover an inventory of strategies that an
intelligent virtual agent could use to generate and
interpret FoR-dependent locative expressions cor-
rectly. As a basis for our analysis of strategies, we
collected a dataset of situated dialogues. To col-
lect the data, we created a virtual scene embedded
in a web-page in which a pre-scripted agent inter-
acts with a human through a series of utterances in
particular spatial scene configurations as shown in
Figure 1.

Katie: I chose the blue box to the left of the chair.

Figure 1: A scene from the virtual environment as seen by
a human (not including numbers). The system (the character
Katie) generates a description for which the human should
decide on the most likely FoR by clicking on a box (2 =
Human, 6 = System and 8 = Intrinsic).

Conversational Games I

1. The system primes a human for FoR unambiguously:
the scene contains only one blue box.
S: “I chose the blue box to the left of the chair.”
H: Clicks on the intended target object.

2. The system generates an ambiguous description: the
scene contains 3 blue boxes, one for each FoR inter-
pretation (cf. Figure 1).

S: “I chose the blue box to the left of the chair.”
H: Clicks on the intended target object.

3. Identical to Game 2 but with a different spatial descrip-
tion (“to the right of”’) and a different arrangement of
blue boxes.

4. The system asks a human to describe the object that it
chose (and marked by an arrow).

S: “Tell me: which box did you choose?”
H: Types in their description.

We deliberately opt for such a constrained ar-
tificial scenario for two reasons arising from our
previous work where we examined assignment of
FoR in unrestricted conversation between humans

(Dobnik, 2012). Firstly, even if a dialogue task
is designed to maximise the usage of spatial de-
scriptions, for example as a variant of the map
task (Anderson et al., 1991), longer sequences of
potentially ambiguous utterances in respect of the
FoR assignment are in minority and therefore one
would need to collect a several times larger cor-
pus to obtain a representative number of examples.
Secondly, previous studies have shown the FoR as-
signment is influenced by several factors (task, ar-
rangement of the scene, position of the agent and
presence of the social partner) and hence a con-
strained scenario may be to our advantage as these
factors can be controlled. In this study it is not our
intention to model human dialogue as a whole but
to extract the strategies of FoR assignment through
linguistic priming at particular points of dialogue
where its assignment is at stake in such a way that
the strategies can be used for assignment or dis-
ambiguation of FoR in a dialogue manager.

We represent these points in dialogue as a se-
quence of four dialogue games (each consisting of
two turns) which we summarise under the head-
ing Conversational Games I. The conversation was
initiated by the system in what we call the prim-
ing step (Game 1). This was followed by three
games which were intended to show the develop-
ment of linguistic priming into an alignment of the
other agent, the human. Game 2 tested the effec-
tiveness of FoR priming, Game 3 tested the per-
sistence of priming under the same speaker-hearer
roles and Game 4 tested the persistence of priming
if the speaker-hearer roles change. The system had
no knowledge about the FoR assignment (human
(H), system (S) or intrinsic (I), i.e., relative to the
chair). Rather, the study was intended to capture
what FoR an interpreter and finally a generator of
an utterance would assume after being linguisti-
cally primed for a particular FoR.

Data were collected from both supervised lab
sessions and anonymous online contributions. In
both cases the same web-interface was used. In
total there were 75 trials from which 51 were com-
pleted and used in the study. Each participant
made judgements for 12 games in total, i.e., 4
games for each of the 3 primed FoRs. All sub-
jects were primed for FoR in the same order which
was H > I > S. Table 1 shows conditional prob-
abilities of a human selecting a particular FoR in
each subsequent dialogue game following linguis-
tic priming in Game 1. They reveal that priming in
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Game 1 does have a strong effect on the human’s
choice of FoR in the subsequent games (the high-
est probabilities for each game given each priming
are emphasised). Generally, humans align to all
3 FoR primed by the system in Game 2 and to H
and I in Games 3 and 4. In Games 3 and 4 the
alignment to S loses to the preference for I. This
indicates that priming to H and I is persistent in
conversation over several games but not priming to
S the use of which persistently drops across subse-
quent games. The priming to H and I also carries
over to the fourth conversational game where the
speaker-hearer roles change. In more detail, the
transition from Game 2 to 3 shows that the align-
ment to the primed FoR weakens for H and S but
it grows stronger for I as shown by the spread of
probabilities. This means that as the conversation
proceeds there is more variation in the choice of S
and H and less in the choice of 1. This is because in
each game following Game 1 the chosen FoR also
adds secondary priming for the following game.
If this FoR is the same as in Game 1, it will fur-
ther strengthen the alignment to the primed FoR,
otherwise it will weaken it. In Game 4 where roles
change, i.e., human becomes a speaker and system
becomes a hearer, an increase in the preference for
H and a decrease in the preference for S relative
to the previous game is found. This may be be-
cause at this stage priming by the speaker role for
H is introduced (speakers being egocentric) which
competes with the linguistic priming. Overall, at
the end of the conversation (Game 4) the perspec-
tive that decreases the most is S and the one that
remains the most dominant of all three is L.

We explain the increased preference for I at
the expense of S if priming was followed on the
grounds of the visual priming introduced by the
chair. This is more visually salient than the sys-
tem avatar. It is placed in the middle of the room,
appears closer and larger to the human and is red.
On the other hand the system avatar is a static char-
acter and therefore may lack the salience of an
animate person speaking. Given this salience im-
balance, humans performing the task may simply
forget that they are talking to an agent and con-
sequently focus on the chair. We hypothesise that
this is the main reason why the usage of S is in de-
cline in Games 3 and 4, although note that at the
beginning of the conversation in Game 2 the like-
lihood of S following a primed S is higher than
H following a primed H. Furthermore, the chair is

also a convenient compromise to ground the FoR
in for both the system and a human as it is not one
of the agents speaking. Visual priming of the chair
is constant throughout the conversation whereas
speaker-related priming changes from one agent
to another.

Followed by
Primed by H S I
Game 1
H 1.000  0.000 0.000
S 0.000  1.000 0.000
I 0.000  0.000 1.000
2%(4) =388,p<22x 10716
Game 2
H 0.513  0.145 0.342
S 0.073  0.564 0.364
I 0.098 0.131 0.771
x%(4) =75.250,p = 1.764 x 101
Game 3
H 0.460 0.108 0.432
S 0.111 0.426 0.463
I 0.083 0.117 0.800
2%(4) =52.828,p = 9.256 x 10~ 1
Game 4
H 0.508 0.127 0.365
S 0.308  0.250 0.442
I 0.175  0.018 0.807
2%(4) =33.613,p =8.945x 1077

Table 1: The probabilities of selecting a particular FoR for
each subsequent game given some priming (Game 1). The
system primes all FoRs equally and the figures show that all
participants correctly identified the unambiguous target ob-
ject. The y>2-test confirms the statistical significance of the
differences in observed assignments/probabilities. We calcu-
late the x?2 statistic for each game separately which ensures
independence of observations in respect to individuals.

Table 1 shows us whether linguistic priming of
FoR initiated by the system in equal proportions
develops into alignment of a human. Unfortu-
nately, for this reason we are not able to extract
the preference of humans for FoR in the priming
Game 1. This would tell us the overall preference
for FoR in this spatial and dialogue contexts in the
absence of linguistic priming. We estimate this
preference in Experiment II in Section 4.

3 Strategies of FoR assignment

How can the strategies for FoR assignment dis-
cussed in the previous section be integrated within
a dialogue manager of a conversational agent?
One way of representing them is using a simple 4-
state graphical model as shown in Figure 2, where
each state represents a dialogue game and con-
tains a conditional probability table representing
the likelihood of the chosen FoR (H, I or S) in that
game, given that a particular FoR was chosen in
the previous game. The graphical model can be
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applied as a classifier within dialogue rules that
update the dialogue game-board.

Table 2 shows the conditional probabilities ta-
bles for states G», G3 and G4 of the network. If
we choose maximum a posteriori hypothesis, the
most likely choice of a FoR for a dialogue man-
ager is always the same FoR as in the preceding
step, except at the switch of the conversational
roles in Game 4 where S chosen in Game 3 is fol-
lowed by H in Game 4. Hence, due to the strong
alignment of subjects in our experimental scenario
the FoR assignment could be implemented in a di-
alogue manager with only two rules: If you are
changing your role from interpreter to generator
and the last FoR was grounded in the location of
your conversational partner, then ground the FoR
in your location; else do nothing.

Figure 2: Block diagram of the Bayesian network. Each state
of the network represents the model of FoR assignment for a
particular dialogue game (Gj. .. Gy), a sequence of generative
and interpretive turns.

Current game
Previous game H S I
Game 1
Priming
Game 2
H 0.513 0.145 0.342
S 0.073  0.564 0.364
I 0.098 0.131 0.771
Game 3
H 0.792 0.021 0.188
S 0.128 0.766 0.106
I 0.011 0.011 0.979
Game 4
H 0.833 0.119 0.048
S 0.515 0364 0.121
I 0.064 0.021 0.915

Table 2: The conditional probabilities of selecting a partic-
ular FoR in the current game given a particular FoR in the
previous game.

4 Experiment II: Application of the FoR
alignment

In Experiment I we have shown how humans align
their interpretation and generation of utterances
involving FoRs to the linguistic priming by the
system. We can now use the strategies of human
alignment in the system to predict the most likely
FoR for the utterance in a dialogue after the sys-
tem has been primed by the human. In Experi-
ment Il we examine whether humans agree with

the system using these strategies. In particular,
would a human choose the same FoR as the sys-
tem when it is generating unambiguous descrip-
tions in Games 2-3 after being primed by a hu-
man in Game 1? Moreover, would a human tak-
ing on a speaker role in Game 4 also choose the
FoR that the system would predict given the align-
ment strategies? To answer these questions we
tested whether human strategies for interpretation
of FoR could be used by the system for genera-
tion and vice versa as summarised in Table 3. We
hypothesise that in this new scenario our conversa-
tional agent is maximally cooperative with its hu-
man partner as it is able to predict and foresee their
beliefs and thus minimise the differences in their
individual common grounds which would lead to
misunderstandings. Hence, we expect that humans
interacting with the system will evaluate its perfor-
mance favourably.

Scenario Games 1-3 Game 4
Experiment I | interpretation  generation
Experiment II | generation interpretation

Table 3: The application of the FoR strategies in each exper-
iment.

The listing Conversational Games II sum-
marises the dialogues from Experiment II. In
Game 1 the human is invited to prime the system.
In Games 2 and Games 3 the human is first of-
fered to choose an object whose location should
be described, i.e. a box, then the system generates
an unambiguous description of the box using the
alignment model and asks the human for agree-
ment. The human can acknowledge their agree-
ment or provide a corrective description. We let
humans choose the target box themselves as this
gives them the opportunity to build their own rep-
resentation of the scene before they hear the sys-
tem’s description. This way we attempt to counter
the secondary priming introduced by the system’s
description which may lead human evaluators to
overly agree with the system. Game 4 is similar
to Games 2 and 3 except that in Game 4 both the
human and the system generate a description and
the system does so in the background. They agree
if they both independently choose the same FoR.

We adapted the web-based environment used in
Experiment I to the new scenario. The participants
were instructed that they were engaged in a con-
versation with an artificial agent represented by
the character facing them at the opposite side of
the room (cf. Figure 1). In order to avoid complex
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descriptions such as “the box at the front and to
the left of the chair” that are ambiguous between
H and I, the corner boxes 1, 3, 5 and 7 were re-
moved from the scene. The scene thus contained
only 4 boxes which were all yellow. Humans com-
municated with the system by choosing a sentence
from a list. This was considered appropriate in
this context as we are only interested in the align-
ment of FoR and not in the spontaneous human
generation. The sentences differed in respect to
the choice of the spatial description and therefore
FoR as shown in Game 2 in the listing. The evalua-
tion was performed entirely through online crowd-
sourcing. Before starting, each participant had to
supply a valid email address which attempted to
prevent random participation. In total, judgements
from 58 complete trials were collected (whereby
one participant completed Games 1-3 twice which
gave us 59 judgements for these games).

Conversational Games I1

1. Human primes the system by describing a focused box.

S: “Where is the blue box?”

H: “The blue box is {to the left of | in front of | to
the right of} the chair.”

2. Human chooses a box, the system uses the model for
FoR, generates a description and asks the human for
agreement.

S: “Please choose any box.”

H: Clicks on one box.

S: Using the model and the chosen box: “Aha, you
chose the box in front of the chair. Would you
agree?”

U: “Yes, the box is in front of the chair.” | “No, the
box is {to the left of | behind} the chair.”

3. Identical to Game 2.

4. Human chooses a box which becomes the object in
focus. The system asks the human to describe it and
makes the assumption about the FoR the human would
choose. The exchange succeeds if both are the same.

S: “Please choose any box.”
H: Selects one box by clicking.
S: “OK. Now, please tell me: where is the box that

you chose?”
H: “The box is {to the left of | ...} the chair.”
S: “Thank you.”

4.1 FoR to initialise conversation

In Experiment I the priming of the FoR was a task
of the system which assigned the FoR in equal pro-
portions. In Experiment II we want to test how
adaptable is the system to the human and hence

priming was a task of the human. Their prefer-
ences are summarised in Table 4. These proba-
bilities can be used for initialising the conversa-
tion (cf. Section 2) and also tell us the preference
of humans for FoR in the chosen visual and dia-
logue contexts; other contexts may lead to differ-
ent preferences. The figures confirm the general
tendencies already described in Section 2. There
is a clear hierarchy of the FoR choice to start a
conversation, which is I > H > S. However, one
confounding factor impacting on this result is the
fact that relationship between the FoRs and the
spatial descriptions in Game 1 of the evaluation
was kept constant across all participants. In partic-
ular, I was always associated with describing the
blue box as being “in front of”’ the chair. Several
researchers, for example (Logan, 1995; Franklin
and Tversky, 1990), have reported results that hu-
mans find it easier to use and generate “front” and
“back” descriptions rather than “left” and “right”.
Consequently, this preference for I, although con-
sistent with other research (Kelleher and Costello,
2005; Johannsen and de Ruiter, 2013), may be the
result of an interaction with the relative ease of us-
ing “front” and “back”. In future work we intend
to study this confounding factor in more detail.

Game | H S 1
1 0.4068 0.0508 0.5424

Table 4: The likelihood of human selecting a FoR given the
beginning of the conversation.

Moratz and Tenbrink (2006) report that humans
prefer to use addressee-centred FoR and therefore
adapt to their partner rather than take their own
perspective which appears to be contradicted by
our results as S is rarely used in comparison to
H. When describing scenes humans prefer to use
their own perspective over the perspective of the
addressee, the system. However, speakers in Ex-
periment II are performing different speech acts
than those in (Moratz and Tenbrink, 2006): in the
former they are providing a description and in the
latter they are issuing a command to a person op-
erating a robot. In (Moratz and Tenbrink, 2006)
the hearer of the utterance is much more marked
than in Experiment II which may count as a pos-
sible explanation for different experimental obser-
vations.

4.2 Human agreement with the strategies

As shown in Conversational Games II, in Games 2
and 3 the system used the FoR assignment strate-
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gies defined in Section 3 to predict the most likely
FoR to generate a description and in Game 4 to
make an assumption about the FoR in the descrip-
tion made by its human partner. Table 5 shows
a confusion matrix between a system-predicted
FoR and a human-chosen FoR. In Games 2 and
3 the human made a corrective description af-
ter they had heard the system’s description. In
Game 4 each made their choice independently.
The term agreement may be interpreted as a satis-
faction of a human with the system’s generation in
Games 2 and 3 and as a match in their predictions
in Game 4. Note that the S is rarely chosen. This
is because this FoR was disfavoured by humans in
the priming step as shown in Table 4.

Human
Game System H S 1
2 H 22 0 2
S 0o 2 1
I 0o 0 32
Agreement | 94.92%
3 H 22 0
S 0o 2 1
I 1 0 31
Agreement | 93.22%
4 H 18 3 6
S 0o 0 0
I 0 1 30
Agreement | 82.76%

Table 5: Confusion matrix for the FoR chosen by the system
and humans.

Overall, there is a high agreement of humans
with the generations of the system: 94.92% in
Game 2 and 93.22% in Game 3. The system does
slightly less well predicting the FoR assumed for
the subsequent generation of a human (82.76%).
However, here both were “blind” to each others
choice and hence the figure excludes the effect of
a potential secondary FoR priming of a human in
Games 2 and 3. The system and humans most
disagree when the former predicts H but a human
chooses S or I. Again, this variability of choice
may be explained by the fact that the speaker-
hearer roles have reversed and therefore the lin-
guistic alignment is less stable in this new conver-
sational context.

5 Discussion

The results from both experiments show that con-
versational partners act in a cooperative manner
and they align to the linguistically primed perspec-
tive. This is the most frequently chosen strategy in
this restricted scenario. However, linguistic prim-
ing is not the only strategy that they can use for

FoR assignment: they may associate FoR with a
salient centrally located reference objects (visual
priming) or with the speaker or the addressee of
the utterance depending on the utterance’s speech
act (priming by the participant’s role in conversa-
tion). Both strategies exhibited a secondary effect
in our experimental environment.

Directionals are a clear example that the mean-
ing of linguistic expressions is dynamic and con-
sistently changes through updates from the con-
texts in which the words are used (Larsson,
2007). Applying them in our constrained sce-
nario demonstrates the plasticity of their meaning.
An expression like “the box is to the left of the
chair” is not only ambiguous in the assignment
of the FoR but also in terms of the spatial tem-
plate projected within the FoR, depending on the
arrangement of the scene and the presence of dis-
tractor objects (Costello and Kelleher, 2006; Bren-
ner et al., 2007). It follows that the meaning of di-
rectionals (and many other kinds of descriptions)
relies on both the discourse and perceptual con-
texts in which they are used. If the meanings of
words are dynamic and adaptable to contexts, it
must be the case that there exist invariances within
the contexts that are stable enough over time to
be suitable referents. For example, reference ob-
jects in spatial descriptions (“the chair” in the ex-
ample above) must not change size, shape and
location in order to be good landmarks for “the
box”. The same holds for the discourse context
where stability is achieved through alignment. If
conversational participants choose the FoR ran-
domly for each utterance, the information that is
in the common ground of the dialogue (the se-
quence of the assigned FoRs) is not a reliable
predictor of the forthcoming FoR choices. Par-
ticipants would have to opt for some other strat-
egy. This would be uncooperative given that lin-
guistic interaction is the primary activity that they
are engaged in. Grounding a different FoR in the
common ground could also be due to miscommu-
nication (the disagreement in Table 5) which is
resolved between participants through alignment
(see Mills and Healey (2008)). We hope to study
the convergence of participants to a common FoR
in case of miscommunication in our future work.

An important question we need to address is
how well the strategies that we observe in the con-
strained scenario generalise to real situated dia-
logue. There are at least three issues at stake.
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In real situated scenes there may be additional
invariances in both linguistic and visual contexts
that our experimentation did not take into account.
This has been addressed extensively in previous
research (cf. Section 1) and no doubt will be fur-
ther investigated. Another question is how these
invariances would be used for FoR assignment in
cases where all of them are available. Our results
suggest that linguistic priming may be stronger
than visual priming which may be stronger than
speaker priming. For example, the maximum
probabilities for selecting each FoR in Game 2 in
Table 1 tend to go with the linguistically primed
FoR (in a diagonal) rather than visually primed
FoR (column I) or speaker primed FoR (column
S in Games 1-3 and column H Game 4). It is true
that in the subsequent turns the linguistic priming
degrades slightly but still has a considerable effect.
Notice that in the absence of linguistic priming vi-
sual priming takes the lead (Table 4). Thirdly, real
conversations may not consist of exactly four con-
versational games. The states that we explore in
our constructed dialogues represent the key tran-
sitions between conversational games where the
FoR is at stake and the speaker and the hearer must
make a choice, namely at the beginning of the con-
versation, at a continuation of the conversation and
at the change of the speaker-hearer roles. Hence,
one could apply individual parts of the network
to the relevant transitions in a dialogue. Finally,
in a real scenario the sequences of conversational
games that we explored may be interpreted by in-
termediate dialogue games that do not involve spa-
tial reasoning. Would linguistic priming degrade
in such cases and if so after what length of inter-
ruption? Does priming from an intermediary non-
spatial dialogue game interfere with priming in a
spatial game? This question would have to be an-
swered by further experimental work.

6 Conclusions and future work

We established and tested strategies of perspec-
tive taking of conversational participants in a con-
strained situated dialogue where we focused on
linguistic priming. From the collected dataset we
can conclude that (i) in the absence of linguis-
tic priming there exist preferences for the assign-
ment of FoR in this scenario, namely Intrinsic >
Speaker > Hearer (naming FoR after the conver-
sational roles); (ii) the linguistic priming of FoR
at the beginning of a conversation by one par-

ticipants develops into alignment of both partici-
pants in the subsequent games, even when, but to a
lesser degree, the speaker-hearer roles change; and
(ii1) visual properties of scenes and shifts in the
speaker-hearer roles also exert priming and con-
sequently affect the alignment to linguistic prim-
ing. Through the application of the FoR assign-
ment strategies, we have demonstrated that hu-
mans evaluate them favourably, and the proper-
ties of the FoR assignment (i—iii) also hold. We
additionally demonstrate that a model of interpre-
tative judgements can be used for generating de-
scriptions and vice versa. We expect that the user
adaptation of the system would facilitate more ef-
fective spatial communication.

We chose a scenario with constrained visual and
dialogue contexts to study the strategies of linguis-
tic priming and alignment of FoR with an intention
of formulating them as dialogue manager rules. In
such a system the FoR assignment model would
be part of a larger spatial cognition model which
would also include a model for spatial templates
and a model of world knowledge for prepositional
use. An important part of the investigation would
be how to make these models interact with each
other aiming at the system to behave in a more
cognitively plausible manner. An evaluation of
the performance of such a situated agent by hu-
man observers would tell us how well the strate-
gies identified in the present work generalise to
new and less constrained situations.

Throughout our analysis we have noted how the
visual priming of the chair may have drawn the
participant’s attention to the chair’s FoR and that
the reverse was the case for the static avatar rep-
resenting the system. In future studies we will in-
vestigate the interaction between object salience
and the adoption of FoR. We will also investi-
gate the effects of the description choice between
“front”/*back” and “left”/“right” on the FoR as-
signment by varying the priming from the current
front-back dimension for I and the lateral dimen-
sion for H and S to the opposite. Overall, varying
the parameters of the linguistic and visual contexts
reminds us of an important theoretical insight that
the meaning of linguistic descriptions is highly dy-
namic and context relative.
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Abstract

Dialogue is domain-specific, in that the
communicative import of utterances is
severely underdetermined in the absence
of a specific domain of language use. This
has lead dialogue system developers to use
various techniques to map dialogue utter-
ances onto hand-crafted, highly domain-
specific Dialogue Act (DA) representa-
tions, leading to systems which lack gen-
erality and do not easily scale or transfer
to new domains. Here we first propose a
new method which avoids the use of DAs
altogether by combining an open-domain,
incremental, semantic NL grammar for di-
alogue - Dynamic Syntax - with machine
learning techniques for optimisation of di-
alogue management and utterance genera-
tion. We then focus on a key sub-problem
associated with this vision: automatically
grounding domain-general semantic rep-
resentations in the non-linguistic actions
used in specific dialogue domains. Simi-
lar to some recent work on open-domain
question answering, we present an al-
gorithm that clusters domain-general se-
mantic representations of dialogue utter-
ances based on computing pragmatic syn-
onymy, in effect automatically inducing a
more coarse-grained domain-specific se-
mantic ontology than that encoded by
open-domain semantic grammars.

Introduction

“How many kinds of sentence are there? Say as-
sertion, question, command? — there are count-
less kinds: countless different kinds of use of
what we call “symbols”, “words”, “sentences”.
And this multiplicity is not something fixed,
given once and for all; but new types of language,
new language-games, as we may say, come into
existence, and others become obsolete and get
forgotten.” (Wittgenstein, 1953)

Oliver Lemon
Interaction Lab
Heriot-Watt University
Edinburgh EH14 4AS
o.lemon@hw.ac.uk

Perhaps the most unyielding obstacle in the work-
ing out of sufficiently general models of meaning
in dialogue is the astonishingly wide and open-
ended range of communicative effects that peo-
ple can achieve with language in different con-
texts of use. This is not just a matter of struc-
tural context-dependence of fragments, ellipsis
and anaphora for which there are increasingly gen-
eral accounts (see e.g. Ginzburg (2012); Kempson
et al. (forthcoming); Kamp&Reyle (1993)). Even
when a fully specified semantic representation in
some logical language is derived for an utterance,
the communicative import of the representation
is severely underdetermined in the absence of a
known activity, a ‘language-game’, that the repre-
sentation is deployed in. Conversely, even within
a simple domain, there’s a lot of variation in lan-
guage use that does not ultimately affect the over-
all communicative goal of the dialogue. For exam-
ple, in the travel domain, the following dialogues
all lead to a context in which A is committed to
booking a ticket for B from London to Paris: (a) A:
Where would you like to go? B: Paris, from Lon-
don; (b) A: Where is your destination? B: Paris,
A: And your port of departure? B: London. (c)
B: I need to get to Paris from London, A: Sure.
These dialogues can be said to be pragmatically
synonymous modulo the travel domain. What is
striking about these simple examples is that much
of this synonymy breaks down if one moves to an-
other domain (e.g. example (b) where A is an im-
migration officer): pragmatic synonymy relations
are domain-specific.

To bypass this difficulty, Spoken Dialogue Sys-
tems (SDS) designers/researchers have used hand-
crafted representations of the communicative con-
tent of utterances in specific domains, in the form
of Dialogue Acts (DA)!, designed to capture the

"Here we use the term “dialogue act” to encompass the
whole semantic representation used, ie. standard dialogue
acts such as “inform” together with content such as “desti-
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specific information needed to complete specific
tasks. DAs operate at the interfaces between the
core system components in a SDS - Dialogue
Management (DM), Natural Language Genera-
tion (NLG), and Spoken Language Understand-
ing (SLU) - and have thus lead to systems that
lack generality, and are difficult or impossible to
transfer to new domains. DAs form a bottleneck
representation between SLU and DM, and be-
tween DM and NLG. In addition, from a machine-
learning point of view DA representations may ei-
ther under- or over-estimate the features required
for learning good DM and/or NLG policies for a
domain.

1.1 Structure of the paper

In this paper, we first propose a novel architecture
for data-driven learning of fully incremental dia-
logue systems with little supervision beyond raw
dialogue transcripts, which avoids the use of DAs
altogether. DAs are instead generated as emer-
gent properties of semantic representations of ut-
terances in specific domains, formed by combin-
ing basic semantic units which are delivered by
open-domain incremental, semantic grammars?.

While we do not dispute people’s sensitivity
to DAs as more coarse-grained units of meaning,
here we operate under the assumption that, given
a set, stable domain of language use - such as buy-
ing a drink at a bar, ordering food in a restaurant,
booking a flight, etc. - to which interlocutors are
already attuned, the low-level semantic features of
utterances are sufficient to encode their pragmatic
force, and therefore, that Dialogue Acts need not
be explicitly represented’.

Instead, the appropriate level of meaning rep-
resentation for a domain will be learned - rather
than hand-crafted/designed - from a set of suc-
cessful in-domain dialogues with no DA annota-
tions. These dialogues are first parsed using Dy-
namic Syntax (Kempson et al., 2001; Cann et al.,
2005), which maps them to open-domain seman-
tic representations of the final contexts reached
by the interlocutors, i.e. the semantic content
nation=Dublin”).

*Note that these grammars will also deliver generic
speech act representations such as “question” and “acknowl-
edgement” which we will learn the import of in specific do-
mains of usage.

3The question of how interlocutors come to coordinate on
the structure of an activity, i.e. how language-games emerge
in the first place, is a challenging one. We put this problem

on one side here, but see e.g. Healey (2008); Mills (2013 in
press); Mills & Gregoromichelaki (2010).

that they jointly commit to. In order to cap-
ture the domain-specific pragmatic synonymy re-
lations described above, we will assume a weak
form of supervision: that the dialogues are an-
notated with representations of the non-linguistic
actions taken and when, e.g. a data-base query, a
flight booking, serving a drink, etc. A function
is then learnt which maps these contexts to the
non-linguistic action representations. Effectively,
this function maps the very fine-grained semantic
ontology encoded by the open-domain DS gram-
mars (or any open-domain semantic parser), onto
amore coarse-grained ontology with fewer seman-
tic distinctions, based on pragmatic synonymy. It
is an algorithm for learning this function that we
then focus on in this paper.

First we review some recent related work, in
section 2. Then we present the overall model and
framework that we are developing fror this prob-
lem, in section 3. In section 4 we present the algo-
rithm we have developed for computing the prag-
matic synonymy function.

2 Related work

There has been a recent surge of interest in
domain-general or “open-domain” semantic pars-
ing. Most similar to our work is perhaps that of
(Allen et al., 2007; Dzikovska et al., 2008) who
devise a system for mapping open-domain logi-
cal forms in a formalism that is similar to Mini-
mal Recursion Semantics (the LF representation),
onto domain-specific representations suitable for
reasoning and planning within a specific dialogue
domain (the KR representation). However, unlike
the architecture proposed here, the ontology map-
pings are defined by hand, rather than learned from
data, and the grammar employed is not incremen-
tal.

There’s also the work of (Kwiatkowski et
al., 2013), who map open-domain CCG seman-
tic parses to Freebase for question-answering.
Here, an open-domain Question-Answering sys-
tem (note: not a full dialogue system) is learned by
using a wide-coverage CGG parser over questions.
Kwiatkowski et al. (2013) develop a method for
automatically mapping CCG semantic LFs onto
the Freebase ontology, which is similar in spirit to
the algorithm we present in section 4. In our case,
the ontology is not that provided by Freebase (al-
though nothing prohibits this), but instead the on-
tology of back-end application actions used in spe-
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cific dialogue systems (e.g. searching for a flight
from X to Y, paying a bill, etc). At a high level,
the problem is similar: mapping domain-general
semantic representations onto an ontology, though
Kwiatkowski et al. (2013) do not need to consider
sequences of sentences / utterances, or dialogue
acts. Similar work is presented by (Cai and Yates,
2013b; Cai and Yates, 2013a), who also work us-
ing Freebase and do not consider dialogues. Their
system maps English words onto individual Free-
base symbols, and does not handle conjunctions
and disjunctions of ontology symbols, as our ap-
proach and that of Kwiatkowski et al. (2013) do.

3 Overall model

Before presenting our main algorithm, we first
outline the overall method we propose of com-
bining (1) Dynamic Syntax (DS), a domain-
general incremental, semantic grammar frame-
work, shown to be uniquely well-placed in cap-
turing the fragmentary and context-dependent na-
ture of spontaneous dialogue (Gargett et al., 2009;
Gregoromichelaki et al., 2009); and (2) statisti-
cal machine learning with data-driven optimisa-
tion methods which are known to robustly han-
dle noise and uncertainty in spoken language. DS
will provide the domain-general semantic parsing
(i.e. SLU) and surface realisation (i.e. low-level
language generation) components, and machine
learning for DM will provide the crucial bridge
between them and higher-level action and content
selection processes. In order to integrate these
components, and to use dialogue data for training,
we require a ‘pragmatic synonymy’’ function map-
ping semantic representations provided by DS into
specific dialogue system domain ontologies. We
present this is section 4.

We first introduce and motivate the particular
open-domain semantic parsing formalism that we
will use in this work, and then explain the the pro-
posed overall method (see section 3.2).

3.1 Dynamic Syntax and TTR (DS-TTR)

For the required semantic parser, we use a well-
established semantic parsing framework, Dynamic
Syntax (DS, (Kempson et al., 2001)), which mod-
els dialogue as a word-by-word incremental, in-
teractive process of constructing meaning repre-
sentations, with no intermediary layer of syntactic
structure over words. We choose this rather than
other possible semantic formalisms (e.g. CCG)

because it has been shown to be uniquely well-
placed in capturing the inherent fragmentary and
context-dependent nature of spontaneous dialogue
(Eshghi et al., 2012; Gregoromichelaki et al., 2013
in press; Gargett et al., 2009). Since DS is in-
herently incremental, and not sentence-based, it
enables the word-by-word exploration — babbling
— of the space of possible grammatical dialogues
and their corresponding contexts within a given
domain (see e.g. Fig. 3).

In DS, grammaticality is defined as parsabil-
ity in context; words are associated with con-
ditional Lexical Actions that monotonically up-
date (partial) semantic trees, representing pred-
icate argument structure with new semantic in-
formation and/or requirements for information to
come; there are also Computational Actions, spec-
ifying general logical tree operations (e.g. beta-
reduction of daughters), and strategies to adjust
context for parsing of subsequent words. DS is
bidirectional with generation defined in terms of
parsing, and operating over the same meaning rep-
resentations: a dialogue agent can switch from
parser to generator (and vice versa) at any point
(subsententially, as well as at sentence bound-
aries), where the generator starts where the parser
finished, i.e. the context for generation will be the
(partial) semantic tree derived by the parser so far.
Dialogue fragments, including corrections, clari-
fication ellipsis, short answers, adjuncts and con-
tinued utterances are all modelled grammar- inter-
nally in this way (Gregoromichelaki et al., 2009;
Gargett et al., 2009).

Ty(1),

T=john - €
P=arrive(z) * t

/%—m),

Ty(e), AT [ T e

]
[ T=jonn : € | { Tera e ]

P=arrive(z) *

Figure 1: Complete semantic tree for “John ar-
rives”. Nodes are decorated with semantic type
and formulae.

Type Theory with Records (TTR) Type The-
ory with Records (TTR) is an extension of stan-
dard type theory shown useful in semantics and
dialogue modelling (Cooper, 2005; Ginzburg,
2012).

To accommodate dialogue processing, and al-
low for richer representations of the dialogue con-
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text recent work has integrated DS and the TTR
framework to replace the logical formalism in
which meanings are expressed (Purver et al., 2010;
Purver et al., 2011; Eshghi et al., 2012).

In TTR, logical forms are specified as record
types (RTs), sequences of fields of the form [[ : T']
containing a label [ and a type 7. RTs can be wit-
nessed (i.e. judged as true) by records of that type,
where a record is a sequence of label-value pairs
[l =wv],and [l = v]isoftype [l : T'] justin case

v is of type T'.
ll : T1
li : T
Rl : lgza : Tg R2 : l; . T; ] Rg : H
la=p@z) * T3

Figure 2: Example TTR record types

Fields can be manifest, i.e. given a singleton
type e.g. [l : T, ] where T, is the type of which
only a is a member; here, we write this using the
syntactic sugar [l—, : T']. Fields can also be de-
pendent on fields preceding them (i.e. higher) in
the record type — see R; in Figure 2. Importantly
for us here, the standard subtyping relation C can
be defined for record types: R; T Rp if for all
fields [{ : T>] in Ry, Ry contains [[ : T} | where
T1 C TQ. In Figure 2, R1 C RQ if TQ C TQ/, and
both R; and Ry are subtypes of Rs.

3.2 Proposed Overall Method: BABBLE

We start with two resources: a) a wide-coverage
Dynamic Syntax parser L (either learned from
data (Eshghi et al., 2013), or constructed by hand),
for incremental spoken language understanding;
b) a set D of transcribed successful example di-
alogues in the target application domain. Overall,
we then need to perform 2 main steps: 1) extract
the dialogue goal states from D using L, and 2)
automatically generate jointly optimised Dialogue
Manager and NLG components.

We then carry out the following steps, explained
in greater detail below) to achieve steps 1 and 2:
Step 1.1 Parse all d € D using L, generating a set
of final dialogue contexts, C', each a TTR Record
Type representing the grounded semantic content
for d; see Fig. 3* Collect the successful dialogues
in D and extract the set of goal states A, repre-
sented as record types;

“In all our example context representations in TTR, in-
formation about commitment to content, and who said what

is suppressed, but see (Purver et al., 2010) for how they are
encoded in TTR.

Step 1.2 Construct the Generalized Goal Con-
text, GGC'": the maximally specific super-type (the
largest common denominator) of A;

Step 2.1 Automatically construct a Markov Deci-
sion Process (MDP) for D (see Fig. 3). Generate
the state space S using feature function F' defined
to extract the semantic features (Record Types) in
the GGC (i.e. the state space tracks all and only
the semantic types present in the GGC'), and com-
pute the transition function 7" via the set of parsed
dialogues, use L as the MDP action set, and de-
fine Reward function R as reaching the GGC' state
while minimising time penalties;

Step 2.2 Solve the generated MDP using Rein-
forcement Learning methods: train an action se-
lection mechanism, where actions are system ut-
terances of the lexical items a € L, optimised via
R. This process has a large action set, but ac-
tion selection will be bounded via a measure of
distance from GGC (see below) and is also con-
strained by the DS grammar.

The result will be the combined DM and NLG
components of a dialogue system for D: i.e. a
jointly optimised action selection mechanism for
DM and NLG, with L providing the SLU compo-
nent. Domain extension would then be a matter
of adding new data and retraining the system. We
now describe each of these steps in further detail.

Inducing the dialogue goal (Step 1). Recall
the examples of pragmatic synonymy in dialogue
given in the introduction, for example

(a) A: Where would you like to go? B: Paris,
from London; (b) B: I would like to go to Paris;
A: Sure, where from? B: London; (c) A: Where
is your destination? B: Paris A: And your port
of departure? B: London. (d) B: I need to get to
Paris from London A: Sure. These dialogues can
be said to be Pragmatically Synonymous modulo
the travel domain. The source of this variation is
twofold: structural, i.e. syntactic and interactional
variation; and lexical-semantic, i.e. variation in the
basic semantic ontology employed. While (a) and
(b) differ only structurally, and not semantically,
they differ from (c) and (d) on both levels.

The aim of this step is to extract automatically
from D, a compact, tractable representation of a
Generalised Goal Dialogue Context (GGC) that
captures — abstracts over — both kinds of varia-
tion, and which the RL agent will later be trained
to track and achieve in the MDP state space. The
GGC thus constructed will allow the RL agent not
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DS Context MDP State
evl D es
ev2 D €es F(Cq)
Sys:  you Cy = T=yser . per — S1=]
want  to P=want(evl,ev2,z) : t
travel L p1=tra'uel(ev2,1') N B
al l = ‘to’ 4 (51, Sz)j/
r evl tes ]
ev2 D es
T=user P oper F(Cg) T €
Sys: to Cy = P=want(evl,ev2,z) & b 35y = [ ;Ul—d " t ]
Pl_travel(ev2,z) © t =dest(®
zl : loc
L P3=to(ev2,21) ot J
Qy J{ = ‘London’ 4 T(S2, S3) J{
 evl tes ]
ev2 D es
T—yser ¢ per F(Cg) T e
User: Cs = P=want(evl,ev2,z) * t S = |: plzf:mi{m/ t :|
London Pl_travel(ev2,) it =dest(®)
ml:London ¢ loc
L P3—to(ev2,21) 7 J
as l = ‘from’ 1 T(8Ss, S4)J/
[ evl tes ]
ev2 D es
T=user feT T=London’ * €
P=want(evl,ev2,z) * F(Cy), Plegest(x) : ¢
Sys: Cy = Pl_travel(ev2,z) — 54 = 2 « D e
Sfrom? Tl=London i loc '1;2_‘, 22 f
P3=to(ev2,21) ot merele)
x2 : loc
L P3=from(ev2,22) ¢

Figure 3: Example incremental action (word) se-
lection via the BABBLE method. See Section 3.2.

only to reproduce the same diversity in its gener-
ated utterances, but understand and respond to the
diverse language employed by its users, as exem-
plified in D, without recourse to hand-crafted di-
alogue act representations. Importantly, the GGC
will also serve to constrain the very large space
of dialogue policies that the RL agent would oth-
erwise have to search/explore. The construction
of the GGC will proceed in two generalisation
stages: (1) structural: parsing all the dialogues in
D with L producing a set of all the final contexts,
C, reached by the dialogues in D; and (2) seman-
tic: partitioning of the set of all semantic features
of the C' s into a set of equivalence classes, mod-
ulo pragmatic synonymy relations, forming, in ef-
fect, a domain-specific ontology. We explain these
steps below:

1.1. Parsing dialogues with a DS grammar al-
lows us to abstract away from the syntactic and in-
teractional particularities of specific dialogues in
D: dialogues are mapped onto domain-general se-
mantic representations of the final contexts jointly
established by the interlocutors, in effect allow-
ing us to organise the dialogues in D into a set
of structural equivalence classes. For example, di-

alogues (a) and (b) above will be grouped into the
same class in virtue of giving rise to the same final
context.

1.2. However, the DS grammar is domain-
general, encoding a very fine-grained ontology of
semantic types, i.e. lexical variation in the dia-
logues will always lead to semantic variation in
the C’s. But much of this variation is pragmat-
ically inconsequential for task success within a
given domain: for example modulo the travel do-
main, dialogues (b), (c) and (d) are pragmatically
synonymous (c.f. in the question-answering case,
(Kwiatkowski et al., 2013)).

Therefore, our goal here is to create equiva-
lence classes of the semantic features (TTR record
types) of the C, such that two features are placed
in the same equivalence class if they make the
same pragmatic contribution to in-domain task
success. To achieve this, we can use a weak form
of supervision: we can assume that the datasets
D contain, in addition to raw dialogue transcripts,
representations of the non-linguistic actions taken,
e.g. data-base queries, flight bookings, serving a
drink; depending on the domain. The seman-
tic features of the C' will then be grouped into
equivalence classes in virtue of giving rise to the
same non-linguistic actions, i.e. in virtue of be-
ing pragmatically equivalent. For example, di-
alogues (b) and (c) above will give rise to dif-
ferent final contexts, but both lead to the same
non-linguistic action book (Source=London,
Dest=Paris). These action representations en-
code a domain-specific ontology and provide an
interface between the domain-general semantic
representations delivered by L and the extralin-
guistic context of the dialogue task. This pro-
cess can thus be described as mapping a fine-
grained, open domain, semantic ontology onto
a more coarse-grained domain-specific one with
fewer semantic distinctions, based on pragmatic
synonymy relations. The task of finding this map-
ping is akin to that of (Kwiatkowski et al., 2013)
who present a method for doing this, in order
to produce an open-domain Question Answering
system that uses an open domain CCG semantic
parser. This is the main algorithm that we present
in section 4.

Other steps are needed, in particular the re-
inforcement learning of incrementally generating
lexical actions so as to achieve the GGC. We leave
presentation of this method to future work, and
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Mapping Type Example mapping in FOL (Kwiatkowski et. al)

Example mapping in TTR (this paper)

Collapse (type e) v.x Public(z) A\ Library(z) — PL

|

T

T=y(r.z,r)

Pl_rLibrary(z) @ t

:GHQ[HL;E]

Collapse (type t) | capital(y) A in(y, z) — capitalof(z,y)

xr
: P=Public(z) : t
L e

T
Y
P=capital(y) *
Ploin(y.x)

xr
Y
P=capitalof(z,y) *

s

R

+ 0 o

Splitting capitalof(xz,y) — capital(y) A in(y, x)

xT

Y
P=capital(y)
pl:'in(w,y)

|
-]

e
xT
L e
|: y T e Lt
P=capitalof(z,y) : b t

Table 1: Examples of the different types of ontology mapping in FOL and TTR

here focus on step 1.2 above.

4 Pragmatic Synonymy: grounding
semantic ontologies in action

In this section we describe an algorithm for learn-
ing a mapping F' from semantic contexts derived
from parsing in-domain dialogues with wide-
coverage DS grammars, onto representations of
the back-end, non-linguistic actions of the system,
whose parameters together constitute the MDP
state space (see above).

4.1 Types of synonymy mappings

Our aim here can be seen as somewhat simi-
lar to the work of Kwiatkowski et al. (2013),
where an open-domain Question-Answering sys-
tem (note: not a full dialogue system) is learned by
using a wide-coverage CGG parser over questions.
Kwiatkowski et al. (2013) develop a method for
automatically mapping CCG semantic parses (of
questions, not dialogues) onto a particular knowl-
edge base ontology (in our case, the application
back-end actions, such as database searches, flight
bookings, etc). Overall, two types of mappings be-
tween meaning representations are discussed, col-
lapsing and splitting ontology constants of differ-
ent types(e.g. type e or t). Table 1 shows examples
of these in First-Order Logic (FOL) as per Kwait-
kowski et al. and Record Types (RT) of the Type
Theory with Records used in this paper:

As noted by Kwiatkowski et al. (2013), the full
set of possible collapses of an input meaning rep-
resentation M R is limited by its number of con-
stants, since each collapse removes at east one
constant. The number of possible collapses is
therefore polynomial in the number of constants
in MR and exponential in the arity of the most
complex type in the ontology. For typical dialogue
system domains this arity is only 2 or 3. The split-
ting operation covers cases where multiple con-

)

Figure 4: Example (C, A) pairing. C' represents
the context reached in: “A: I want to travel to Lon-
don B: Sure”, and A represents a booking action
with London as destination

evl T es
ev2 D es

< T=user © per [ L=London’ €
P=want(evl,ev2,z) * t ) pl:dest(z) i
plztravel(eUQ,z) i aCt:book(z) €
T1=London : loc
p3:to(ev2,11) H

stants in the ontology represent the meaning of a
single word. To constrain complexity, we can limit
the splitting operation to apply only once for each
underspecified constant in M R.

4.2 Problem Statement

Input A set, T, of training examples of the form
(C, A) where each C' is a domain-general record-
type (RT) representation of the final semantic con-
text reached by parsing an in-domain dialogue
with DS; and A, also a RT, representing the non-
linguistic, back-end action taken by the system at
the point where C' was reached. As such, the A en-
codes the domain-relevant information required by
a dialogue system to complete its tasks. Figure 4
shows one training example in the travel domain.

Output A function DCont : RecT'ype — RecType
(DC'ont stands for domain content, and is a func-
tion from TTR record types to TTR record types,
see section 3.1), determined by a set of ordered
pairs, F' = {(c1,a1),...,(cn, an)}, which, given
new, unseen contexts - but in part similar to the
training instances - extracts the domain-relevant
information from them: F' specifies which parts
of the semantic information in the contexts - i.e.
which supertypes of the context RTs - go on to
make up which parts of the target action represen-
tations. F' determines DC'ont as follows:

DCont(z) = /\(c,a>eS a, where, S = {(c,a) € F|z C c}
(A represents the intersection of one or more types
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(Cooper, 2005). The intersection is formed by the
union of the fields in the record types, with fields
that have the same label collapsing into one)
DCont has the following properties:

1. Many-to-one: Distinct semantic information
in the Cs could, in the general case, be
mapped onto the same action representation
or parts thereof. This property ensures prag-
matic synonymy relations among the super-
types of the C's. For example, the seman-
tics of “my destination is Paris” and that of
“I want to travel to Paris”, while being for the
most part distinct, will be mapped onto the
same booking action in the travel domain.

2. Surjective over T': The space of possible tar-
get action representations, i.e. the space of
the supertypes of the As is fully covered by
the mapping. Formally:

V¥ ((C,A) € T)3(S C F) [/\(Wesa — A

3. Maximally general over T':

@V ({cj,a;) € )V
i.e. that F' generalises to - is correct for - T';
(b) that anything less specific would not
generalise to 7"

vV ({¢j,a;) € F)—3ex

[c; Cew AV({C,A) €eT)[CCcp — AL aj]],
ensuring that F' determines the minimal
amount of semantic information needed in
the contexts to determine some part of an
action representation, i.e. that the domain of
F' remains most general (least specific).

(c) similarly to (b), that the mappings de-
termine the maximal amount of semantic
information in the target action represen-
ations - the range of F' - i.e. that for any
(c,a) € F anything more specific than a
would not be sufficiently encoded by c.

4.3 Learning I

Hypothesising individual mappings using
type lattices In processing each training pair
(Cy, A;), and enumerating mappings from C;
to A;, the algorithm makes use of type lattices,
constructed in advance for all the C; and A;.
These encode the space of possible super-types of
arecord type RT - see Fig. 5 - with RT appearing
at the bottom node, the empty type || at the top
node, and all super-types of RT in between getting
progressively more specified as we move down

(<C,A> GT) [CEC]' —>A;aj}

s

e ] R12 xl e
\ /
T=yser - € R22 : |: R23 1‘1:

BN q S

|: Tl London

R Z/ \ Ruo : / \R43 :
T=user - e T
xl e |: user . :| 1'1 =London
zl- London -
D=dest(z,z1) :t\ ‘ P=dest(z,x1)

RT:[

Figure 5: RT hypothesis lattice

T=user . e
xl:London . €

P=dest(z,z1) * t

the lattice: the lattice is a partial order with C (is
subtype of) being the order relation. Importantly,
each edge is also a record type R representing
the possible minimal increments from one RT, R,
to another, R;1, such that R; A Ry = Rj1 (see
Eshghi et al. (2013) where lattices are similarly
used to hypothesise semantic increments in a
grammar induction task).

A pair of such lattices for each training exam-
ple (C;, A;) (henceforth context lattice and action
lattice) thus specifies a partial order on individ-
ual mappings (c,a) from supertypes of C; onto
supertypes of A;: we can therefore explore the
space of such mappings, in an order that guar-
antees that the first (¢, a) encountered, that gen-
eralises to other training examples - that satisfies
property 3(a) above - also satisfies 3(b) and 3(c),
i.e. that ¢ encodes the minimal amount of se-
mantic information needed to determine a: the
maximally specific supertype of A; that gener-
alises. Once any such (c,a) is found, we can
mark ¢ and a with pointers on the lattices, thus
partitioning C; and A; into what has already been
processed/consumed successfully (intersection of
RT edges/increments leading to the root above
the pointer), and what remains to be processed
(intersection of RT edges/increments below the
pointers). What remains of the exploration of the
space of mappings can now take place, in a re-
cursive fashion, on the sub-lattices whose roots
the pointers now mark, with whatever falls out-
side these sub-lattices ignored in subsequent pro-
cessing. Furthermore, in the processing of a sub-
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sequent training example, (C;, A;), the mappings
already found for previous training examples and
stored in F, if applicable (i.e. if for a (c,a) € F,
C; C cand A; C a) can be ‘applied’ immediately
to (C}, A;), by moving the pointers on the corre-
sponding lattices to ¢ and a, thus precluding any
repetitive processing across the training examples.
In fact, given bounded semantic variability within
a dialogue domain, if the first few training exam-
ples are varied enough, not much will remain to be
done for later examples. This process is, in effect,
a dynamic programming solution to the problem
and thus gives us a handle on its exponential com-
putational complexity.

input : A list T" of training pairs [{C1, A1), ..., (Cn, Ap)]
output: The mapping F', a set of ordered pairs
Initialise F = {};
Construct/Initialise Lattices for T';
lattices + [(LCy, LA1),...,(LCy, LAy)];

for i «+— 1ton do
(LC, LA) <+ latticesli];
(LC, LA).MovePointersTo (F);
while =L A.pointer At Bottom() do
CONTEXTINC: while HasMoreIncrements (LC) do
¢ < NextSmallestIncrement (LC);
ACTIONINC: while HasMoreIncrements (LA)
do
a < NextLargestIncrement (LA);
for j < i+ 1ton do

(LCj, LAj) < lattices[j];

ifC; CcAAj Zathen

| continue ACTIONINC;

end
end
F.add({c,a));
(LC, LA) MovePointersTo ({c,a))

end

end

end

end

Algorithm 1: Learning F’

Details of Algorithm 1 Algorithm 1 de-
tails the above process. Given current pointer
positions on lattice pairs, (LC,LA), the func-
tions, NextSmallestIncrement (LC)
and NextLargestIncrement (LA) return
the next least specific, and next most specific
increments respectively. These are formed by
intersecting the record types corresponding
to edges on paths of increasing or decreasing
length respectively, downwards through the
lattice, from the current pointer position. The
implementations of these functions are both
in terms of a simple breadth first traversal of
the sub-lattices whose roots are marked by the
pointers - we suppress any detail here. The
HasMoreIncrements () function is boolean
valued, and determines whether the current
sub-lattice is exhausted, i.e. whether all possible

increments have already been returned. The
function MovePointersTo ({c,a)), applied to
a lattice pair, moves the pointers down to ¢ and
a on the context and action lattices, as described
above. Finally, the inner most for loop, checks to
see if the current mapping hypothesis generalises
to the rest of the training examples, i.e. whether it
has the property 3(a) above.

This algorithm covers the mapping types dis-
cussed in section 4.1: collapsing and splitting
of ontology constants. To further constrain the
search, we can incorporate the constraints dis-
cussed briefly in that section. Finally, we have
not covered functional types here, but TTR affords
the full power of the lambda calculus (Cooper,
2005), and these can be incorporated within the
algorithm. We leave the details on one side here.

S Summary and Future Work

We proposed a novel architecture for learning fully
incremental dialogue systems with little supervi-
sion beyond raw dialogue transcripts and without
recourse to dialogue act representations, by com-
bining open-domain, incremental semantic gram-
mars with state-of-the-art machine learning meth-
ods for learning NLG/DM policies. We argued
that dialogue acts can instead be seen as emer-
gent from learning, and that they need not be ex-
plicitly represented. We then focused on a key
sub-problem associated with this vision: automat-
ically grounding domain-general semantic repre-
sentations in the non-linguistic actions used in
specific dialogue domains. We presented an al-
gorithm for learning such a mapping, which, in
effect, clusters parts of domain-general seman-
tic representations of dialogue contexts based on
pragmatic synonymy, thus inducing a more coarse-
grained domain-specific semantic ontology than
that encoded by open-domain semantic grammars.

A major part of this paper is a proposal for a
programme of research, and hence the most im-
mediate future work consists in carrying out this
research and implementing/evaluating the algo-
rithms proposed.
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Abstract

We study the power of persuasion in a
game where each player’s own preferences
over the negotiation’s outcomes are dy-
namic and uncertain. Our empirical set up
supports evaluating individual aspects of
the persuasion and reaction strategies in
controlled ways. We show how this gen-
eral method gives rise to domain-specific
conclusions, in our case for The Settlers
of Catan: e.g., the less scope there is for
persuading during the game, the more one
must ensure one gains an immediate bene-
fit from it beyond the desired trade.

1 Introduction

In this paper we study persuasion in a non-
cooperative setting, which Gricean (1975) maxims
don’t account for (Asher and Lascarides, 2013).
Within game theory, standard negotiation models
ascribe each player complete and static knowl-
edge of his own (intrinsic) preferences over the
negotiation’s outcomes (e.g., Binmore (1998)). So
the associated models of persuasion focus only on
the persuader manipulating his opponents’ beliefs
about which outcomes are likely (e.g., Rubinstein
(2007)). For instance, during trading, the receiver
of an offer to exchange wheat for clay might de-
clare he has no wheat, and indeed be lying, so as
to persuade his opponent to accept his counteroffer
of ore for clay.

But if trading is a fraction of the action sequence
in a complex game, then a player’s estimates of
which next trade would enhance (or hinder) his
chances to eventually win may be wrong. Persua-
sion then has higher stakes: there’s a new potential
payoff in manipulating an opponent’s preferences
over the next trade, not just his beliefs; but there’s
also a new risk because the persuader’s deficient
perception of the potential benefits of a particu-
lar trade may mean persuading backfires on him.

alex@inf.ed.a.uk

In addition, the persuader risks revealing informa-
tion about his own intentions or preferences via
the persuasion move.

Studies on manipulating an opponent’s trading
preferences exist in argumentation theory (e.g.,
Amgoud and Vesic (2014)), but these models fo-
cus entirely on the logical structure of success-
ful persuasion moves—i.e., moves where the re-
cipient is persuaded and so changes his behaviour
in the intended way. They don’t consider the per-
suading agent having a false perception of his own
payoffs, and so don’t model the above risk of suc-
cessfully persuading in a complex game.

Persuasion in complex games is commonplace.
While interactions between businesses are often
modelled via Markov Decision Processes, in real-
ity the game tree isn’t surveyable because a player
may make an offer that his opponent didn’t foresee
as a possible move. Similarly, in board games like
Civilisation and The Settlers of Catan (or Settlers)
there are unbounded options for trading due to, for
instance, the capacity to promise a specific future
trade: e.g., I'll give clay for wheat now and ore
when I get it if you don’t block me. So standard al-
gorithms for computing preferences over the out-
comes of the current negotiation, like backwards
induction and its variants (Shoham and Leyton-
Brown, 2009), break down (Cadilhac et al., 2013).

We therefore need a general method for explor-
ing the benefits and risks of persuasion in contexts
that go beyond the ones modelled in standard ne-
gotiation games or argumentation theory. We sup-
ply a method here, using game simulations among
computer agents whose symbolic strategies differ
in transparent and controlled ways. We identify the
following: when a persuasion move is likely to be
successful (i.e., the recipient is persuaded); when
successful persuasion results in a higher chance
to win the overall game; and conversely when at-
tempts to persuade are ineffective in improving
win rates, even if they’re successful.
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Our empirical set up provides a proof by
demonstration that one can rapidly design, test and
adapt symbolic persuasion strategies, with adapta-
tion being guided by the quantitative performance
metrics from game simulations. Specifically, we
use our method to modify an existing agent that
plays Settlers, and the result is a more effective
player. Previous work on automatically learning
Settlers strategies has shown that a decent prior
player is critical for learning to succeed (Szita et
al., 2010; Pfeiffer, 2003). We provide a principled
way to build such priors, but investigating whether
they enhance machine learning is future work.

In section 2 we describe related research, in-
cluding work on agents that play Settlers. In sec-
tion 3 we describe the rules of Settlers and the im-
plemented agents that we use as a starting point.
We then present our experiments, in which we ma-
nipulate the context in which the persuading agent
chooses to perform a persuading move, the type
of persuading move he attempts, and the strate-
gies opponents adopt for accept or rejecting per-
suading moves. We provide quantitative metrics
via game simulations of the effects of their dif-
ferent policies—e.g., their win rates and the num-
ber of persuasion moves executed. Our experi-
ments radically discriminate among the persuasion
strategies, identifying the strong strategies from
the weak ones even though our game lacks any an-
alytic solution.

2 Related Work

Negotiation in game theory (e.g., Binmore (1998),
Brams (2003)) models when and how one suffers
from the ‘winner’s curse’ (i.e., overpaying for an
item, given the opponents’ preferences) and prob-
lems analogous to the prisoner’s dilemma (i.e., can
one player trust the other to voluntarily cooper-
ate during negotiation). But since each player has
a complete and static model of his own prefer-
ences over the outcomes of negotiation the scope
of persuasion gets restricted to persuading an op-
ponent to change his beliefs but not his preferences
over trades. Consequently game-theoretic models
of persuasion (e.g., Rubinstein and Glazer (2006))
focus on the problem of predicting the credibil-
ity of the persuasive move. We address different
questions: if one isn’t certain about which trades
will help you, or hurt you, for winning the over-
all (complex) game, then how can one balance the
benefits and risks of successfully persuading? And

hence at what stage in a complex game is suc-
cessful persuasion most likely to increase one’s
chances of winning the overall game? We propose
an empirical method for answering these ques-
tions.

Our domain of study is Settlers (see section 3
for motivation). Empirical approaches to mod-
elling Settlers deploy Monte Carlo Tree Search
(Szita et al., 2010; Roelofs, 2012) and reinforce-
ment learning (Pfeiffer, 2003). But even though
they all use a simplified game, with no trading
or negotiating, they all need a decent prior model
for learning to succeed. So their priors encode so-
phisticated strategies, defined via complex hand-
coded heuristics. Our work contributes to the gen-
eral problem of developing decent priors: we sup-
ply an empirical framework where hand-coded
heuristics can be rapidly designed and improved
in light of quantitative performance metrics; e.g.,
Guhe and Lascarides (2013; 2014b) where we (a)
identify negotiation strategies in Settlers that com-
pensate for deficiencies in belief, e.g., memory
loss, and (b) improve the building strategy used by
our agents. Here, we identify effective persuasion
strategies.

In trade negotiations, the persuading agent aims
for either:

1. More Trades: i.e., a desired trade he might
not achieve otherwise (e.g., If you accept this
trade, you’ll get clay and be able to build a
road); or

2. Fewer Opponent Trades: i.e., he stops two
opponents from trading with each other (e.g.,
Don’t trade with him! He’s about to win!)

Kraus and Lehmann (1995) propose hand-built
symbolic strategies for performing both these
kinds of persuasion moves within the complex
game Diplomacy, but the individual aspects of the
strategies aren’t evaluated in controlled and trans-
parent ways. We supply an empirical framework
for doing just that. Here, we focus on game sim-
ulations for testing only those persuasion strate-
gies that aim for More Trades; we address persua-
sion strategies aiming for Fewer Opponent Trades
(FOT) in Guhe and Lascarides (2014a).
Achieving a successful persuasion move—i.e.,
one where the opponent is persuaded—is depen-
dent on the persuading agent’s ability to adapt his
persuasive argument to the current context and his
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type of opponent. In a game of imperfect informa-
tion, some executed persuasion moves are unsuc-
cessful; i.e., they fail to persuade. So in this paper
we explore how the persuading agent’s ability—or
inability—to articulate arguments to opponents of
various types should impact on his decisions about
when to execute a persuading move so as to max-
imise his chances of winning the overall game.

3 The Settlers of Catan and JSettlers

The domain for our experiments is the board game
The Settlers of Catan (or Settlers, (Teuber, 1995);
www.catan.com). We chose it for its complex-
ity: it is multi-player, partially observable, non-
deterministic and dynamic; and further, with nego-
tiations being conducted in natural language, the
game’s options are unbounded (see earlier discus-
sion). Thus our experiments prove that one can
rapidly design and improve persuasion strategies
in a principled and empirically grounded way even
when game-theoretic algorithms for optimisation
break down.

Settlers is a win—lose board game for 2 to
4 players. Each player acquires resources (ore,
wood, wheat, clay, sheep) and uses them to build
roads, settlements and cities on a board shown in
Figure 1. This earns Victory Points (VPs); the first
player with 10 VPs wins. Players can acquire re-
sources via the dice roll that starts each turn and
through trading with other players—so they nego-
tiate trades. Players can also lose resources: e.g., a
player who rolls a 7 can rob from another player.
What’s robbed is hidden, so players are uncertain
about their opponents’ resources. Deciding what
resources to trade depends on what you want to
build; e.g., a road requires 1 clay and 1 wood. Be-
cause Settlers is a game of imperfect information,
agents frequently engage in ‘futile’ negotiations
that result in no trade; i.e., they miscalculate the
equilibria (Afantenos et al., 2012).

Our experiments modify an existing Set-
tlers playing environment and automated Settlers
player called JSettlers (jsettlers2, Thomas
(2003)). JSettlers is a client-server system: a
server maintains the game state and passes mes-
sages between the players’ clients, which can run
on different computers. Clients can be humans or
computer agents. Here, we report on simulations
between computer agents.

The JSettlers agent goes through multiple
phases after the dice roll that starts his turn:

Figure 1: A game of Settlers in JSettlers.

1. Deal with game events: e.g. placing the rob-
ber; acquiring or discarding resources.

2. Determine legal and potential places to build.

3. Find the Best Build Plan (BBP), viz. the
agent’s estimate of which build action gets
him to 10 VPs in the shortest estimated time.

4. Try to execute the BBP, including negotiating
and trading with other players.

Since we wish to study persuasion, our agents
vary only in their policies for step 4, cf. section 4.
Thomas (2003) describes steps 1-3. Here it only
matters that the existing decisions on when to trade
mean trading correlates with winning (Guhe and
Lascarides, 2013).

In step 4 all agents have three existing possible
responses to a trade offer: accept, reject or coun-
teroffer. We equip our persuading agent with one
more: to persuade an opponent to accept his trade
offer. In our experiments, we vary the strategy for
choosing among this expanded set of actions, and
the strategies for reacting to the new option.

4 Evaluating Persuasion Moves

4.1 Motivation

There are a whole host of persuasive arguments
that can accompany a trade offer—Settlers doesn’t
restrict the types of trades nor the reasons for trad-
ing in any significant way. A small selection of
possible persuasion moves is:

(1) Give me 1 ore for 1 wheat and you can im-
mediately build a settlement, which you can’t
build without the wheat.
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(2) Give me 1 ore for 1 wheat and only then will
you have enough wheat to make a trade with
your 3:1 port.

(3) If you give me 1 ore for 1 wheat, you can use
the wheat to trade for James’ clay, so that you
can build your road.

(4) If you give me 1 ore for 1 wheat, I won’t rob
you the next time I’m playing a knight card.

(5) If you give me 1 ore for 1 wheat, I'll build a
road that blocks Nick from that port.

So the benefits and risks of persuasion will depend
on (at least):

‘P’s ingenuity: the range of contexts where the
persuading agent (who we’ll label P) can ar-
ticulate a persuasive move like those in (1) to
(5) and beyond.

‘P’s caution: In those contexts where his inge-
nuity provides a candidate persuasion move,
P’s strategy for deciding whether to actually
make that move; and

G’s gullibility: how inclined the recipient (la-
belled G) is to accept P’s persuasion move
and hence also the trade offer.

Ingenuity and caution are distinct factors that
determine a persuader’s player type: ingenuity af-
fects the persuader’s range of options (he is more
or less able to generate a candidate persuasion
move); caution affects the persuader’s penchant
for actually executing a persuasion move when
such a move is an option. Our experiments vary
both factors, because the optimal level of cau-
tion may be different for an ingenious vs. non-
ingenious agent—after all, an ingenious cautious
player’s behaviour is not in general equivalent to
that of a non-ingenious, non-cautious player.

Asher and Lascarides (2013) show that a ratio-
nal G will normally accept P’s speech act—and a
persuading move in particular—if G believes P to
be sincere (i.e., P believes what he says) and com-
petent (i.e., what P believes is true). But P can
appear sincere and competent without actually be-
ing so. For instance, P can utter (1) but be igno-
rant about whether G has the other resources he
needs for a settlement (i.e., clay, wood and sheep)
and/or he may lack evidence that building a set-
tlement is better for G than G’s current build plan
(whatever that is). In this case, P is neither sincere
nor competent. But even if G lacks clay, wood and

sheep, it’s still consistent for him to assume that P
was sincere (but inconsistent to assume he’s com-
petent), for G’s resources aren’t observable to P
and P’s beliefs aren’t observable to G. Further, if
G does have clay, wood and sheep, then because
G is uncertain about his own relative preferences
over build plans, it’s consistent for G to assume
that P is both sincere and competent in (1)’s im-
plicated content, that building a settlement is both
possible and better for G. Thus there’s scope for P
to successfully bluff, getting G to accept his per-
suasion move even though he’s neither sincere nor
competent. Our experiments thus investigate when
bluffing succeeds, and whether successfully bluff-
ing helps P win the overall game.

4.2 The Agents’ Contexts

We start with a persuading agent P with max-
imal ingenuity—i.e., he can make a persuasion
move every time he makes a trade offer and is
unrestricted in the number of such moves he can
make in the course of the game. Further, we make
G maximally gullible: he assumes P’s persuasion
move is convincing so long as the proposed trade
is executable. We then vary P’s caution, by mak-
ing P start executing persuasion moves only once
the first agent reaches a specified number of VPs.
We call this factor VP. In Guhe and Lascarides
(2014a) we showed that the timing of persuasion
moves is crucial and moves early and late in the
game are much less effective than if they are used
when the first player has reached around 7 VPs.

We call these agents simple. In terms of Guhe
and Lascarides (2013) these agents are both igno-
rant, in that they use only observable information
(VPs for P, his own resources for G) to decide
what to do. A simple P is also relatively incau-
tious, because the leader’s VPs is the only factor
that prevents P’s trade offer from having an ac-
companying persuasion move too.

From this starting point, we will then vary P’s
degree of caution, by restricting the contexts (over
and above VP) in which P actually chooses to
make a persuasion move, and G’s gullibility by re-
stricting the contexts in which G accepts P’s per-
suasion moves.

4.3 Method for Simulation and Analysis

A simulation for testing the different persuasion
moves consists of 1 persuading agent (P) playing
3 non-persuading opponents (G) in 10,000 games.
So the null hypothesis is that each agent wins 25%
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of these 10,000 games. To carry out these simu-
lations, we created a simulation environment for
JSettlers: the server and the 4 agents all run on
the same machine, and 10,000 games take about 1
hour on a current desktop computer.

Apart from the agents’ win rates, we measure
how many persuasion moves P actually makes:
the fewer persuasion moves P needs to gain a sig-
nificant advantage in winning, the more efficient
they are in achieving desirable effects.

We performed Z-tests with p < 0.01 to test sig-
nificance of win rates against the null hypothesis.
This means that win rates between 0.24 and 0.26
don’t differ significantly from the null-hypothesis;
so we highlight the 0.26 threshold in the graphs
below. We report the average numbers for P for
each simulation, and averages across all three of
‘P’s opponents. Due to the large number of games
per simulation even small differences can be sig-
nificant. At the same time, there were no signifi-
cant differences between the three Gs. Persuasion
does not affect the average length of the game,
which is consistently between 21 and 21.5 rounds.

5 Simple vs. Cautious P

51 P:0vs.P:PB

In the first set of simulations we compared simple
agents (i.e. agents the make/accept the maximum
number of persuasion moves) and then restricted
‘P to a more self-serving context:

1. None (2): P using this context makes a per-
suasion move with every trade offer proviso
the VP factor; G using this context accepts
all persuasion moves and the accompanying
trade offer if the trade is executable (i.e. G
has the resources for making the trade).

2. Persuader Build (PB): P makes the persua-
sion move iff VP is satisfied and the proposed
trade allows him to build immediately, i.e. to
execute his BBP after making the trade.

A P who adopts PB is relatively cautious: he’s at-
tempting to mitigate the risk of his deficient pref-
erences over trades by ensuring that all successful
persuasions result not only in his desired trade but
also in the immediate benefit of building.

Figure 2 shows the simulation results for the
configuration (P:&, G:@)—i.e. P can make an un-
limited number of persuasion moves (/N =oc0) and
G accepts all such moves—as well as for the con-
figuration (P:PB, G:2). P:PB’s win rates are al-

most as good as P:2’s (0.363 vs. 0.377 at 2 VPs;
0.274 vs. 0.285 at 8 VPs) but he needs substan-
tially fewer persuasion moves for this (15.4 vs.
40.8 at 2 VPs; 1.4 vs. 6.0 at 8 VPs).

Realistically, a fully ingenious P risks irritating
his opponents and making them suspicious if he
makes a persuasion move every time he can—even
15 moves in the course of a game (cf. P:{PB, VP =
2}) is more than humans do according to our cor-
pus data (Afantenos et al., 2012). Figure 3 shows
what happens if the number of persuasion moves
P can make are limited (P:{N € [1,3]}, G:9).
‘P:PB achieves a significant improvement over the
null-hypothesis even when he only makes 1 move
at most, so long as he makes that move after the
first player reaches 6 VPs. (This is consistent with
our results in Guhe and Lascarides (2014a).) The
less cautious P:2 needs to be able to make at least
3 moves to gain a significant advantage. The right
graph in Figure 3—depicting the number of moves
‘P actually made—also shows that even though
P:PB makes fewer moves than P:&, he achieves a
much higher win rate. So perhaps surprisingly, the
less ingenious P needs to be more cautious.

In the following, we will only report on simu-
lations where P can make an unlimited number
of persuasion moves (i.e., N = c0), because the
main effect for NV is the same across simulations:
the higher NV is, the more moves P makes and the
more games he wins.

5.2 Number of gullible agents

An agent’s success is always highly dependent on
his opponents. So we checked how much P’s per-
formance depends on the number of persuadable
opponents he plays against. These simulations
vary the number of G opponents who accept per-
suasion moves vs. those (non-G) opponents who
never accept them. For conditions (P:9, G:9)
and for (P:PB, G:&), P retained a big advantage
over all three opponents even when only one of
them is persuadable. Further, deploying PB helps
P achieve almost the same win rate as without it,
but with fewer than half of the persuasion moves.

wins moves made
config. & PB 0] PB
3G 0.383 | 0.363 | 40.7 | 154
24 0.342 | 0.341 | 47.6 | 19.1
16 0.302 | 0.315 | 60.3 | 24.7

The reason why the persuader needs more
moves the fewer opponents are gullible is that
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more of the persuader’s trade offers are unsuccess-
ful (non-gullible agents accept offers at a normal
rate). So P has to make more offers to get the
trades he wants.

6 A more discerning §

So far, our G agents are so gullible that they don’t
test the persuasive argument for sincerity or com-
petence. We now restrict G’s gullibility: instead of
accepting all persuasion moves where the trade is
executable (G:9), we make G accept whatever P’s
persuasive move is only if G can build something
or make a bank/port trade as a result of trading (in
the following we abbreviate trade with the bank or
an available port to bank trade). In other words,
factors for G accepting a persuasion move are:

1. Gullible Build (GB): G accepts the persua-
sion move only if it enables him to build a
type of piece that he cannot build without
making the trade.

2. Gullible Bank Trade (GBT): G accepts the

persuasion move only if after making the
trade he can make a bank trade immediately.

3. GBoBT: The disjunction of these two cases.

Note that G:GB by default assumes that P is sin-
cere and competent on persuasive moves like (1),
and G:GBT by default assumes that P is sincere
and competent on persuasive moves like (2).

Here it is important to distinguish the persua-
sion move from the trade offer that it is accompa-
nying: Even if G does not accept the persuasion
argument (e.g., G infers P’s persuasion argument
is not competent), he will still evaluate the trade
offer in it’s own right. For example, in (1), G may
still agree to exchange 1 ore for 1 wheat, even if
this does not enable him to immediately build the
settlement as P claims. That is, G never rejects
a trade offer with a persuasion move if he would
have accepted it without the persuasion.

Figure 4 gives the results for both P:& and
‘P:PB. In all cases, P fares better in the PB con-
text than in the @ one and with fewer persuasion
moves; i.e., P:PB is not only more effective but

67



0.320

2 -GB a—-GBT @ — GBoBT
0.310 FB -GB PB-GBT PE — GBoBT
0.300
5
£ o200
a8
2 o280
=
£ o270
H
0.260
0.250
0.240
2 3 4 5 i} 7 8 2]

Leader ¥Ps [number]

@—GB @ —GBT @ — GBoBT
70 FPB - GB PB - GBT FB - GEoBT
5 60
£
3 50
£
3 40
=
@ 30
3
= 20
10
o]
2 3 4 5 L] 7 8 9

Leader VPs [number]
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also more efficient. Indeed, there is no effect for
(P:9, G:GB)—i.e., no agent gains an advantage—
but there is an effect for (P:PB, G:GB). So as G
gets less gullible, P should get more cautious (i.e.,
play with strategy PB). On the other hand, as we
saw in sections 5.1 and 5.2, so long as at least one
of P’s opponents is maximally gullible (G:9), P
should be maximally incautious (i.e., P:9).

For G:GBT, P gains an advantage for both of
his contexts. Thus, the potential benefit for G if P
makes move (2) is smaller than that for move (1);
conversely, P’s risk in successfully making move
(1) is smaller than that for move (2). When G ac-
cepts persuasion attempts of both kinds so long as
it’s consistent with sincerity and competence—i.e.
G:GBoBT—then P has a bigger advantage than if
G uses only one of the contexts, and P needs even
fewer moves. So, one general observation here is
that the more types of persuasion moves G accepts,
the more successful P is and the fewer moves P
needs to achieve this.

7 P taking G’s Context into Account

So far, P does not reason about G’s likely reac-
tion when deciding whether to make a persuasion
move. But as we said earlier, persuasion must ap-
pear sincere and competent to a rational G to be
successful. And P can reduce the risk of miscalcu-
lating equilibria and making futile moves by rea-
soning about G’s likely reaction. We investigate
this by restricting P’s ingenuity—he can only ar-
ticulate moves of the form (1) or (2)—and P’s
caution in the following ways:

1. Persuader Opponent Build (POB): P only
makes a persuasion move only if he believes
that it allows G to build something that he
cannot build without making the trade.

2. Persuader Opponent Bank Trade (POBT):
‘P makes the persuasion move only if P be-
lieves that after making the trade, G can im-
mediately make a bank trade that he cannot
make without the trade.

3. POBoOBT: The disjunction of these cases.

Whether P executes a persuasion move now de-
pends on P’s beliefs about G’s resources. For in-
stance, agent P:POB must believe that the re-
sources G gets in the proposed trade are neces-
sary and sufficient for G to immediately build. So
‘P:POB is in effect only making persuasion moves
of form (1), and executes such a move only if P
believes that a G player of the following type will
accept it: (a) G is rational, and so accepts a move
iff G believes it’s sincere and competent; and (b) G
defaults to believing moves are sincere and com-
petent. Similarly, P:POBT only makes persuasion
moves of the form (2) and only executes them if P
believes a G player of the above type will accept
it; P:POBoOBT is slightly more ingenious, using
persuasion moves of both types.

The agents use the standard JSettlers belief
model, i.e. no memory loss and fully accurate be-
liefs about how many resources each opponent
has, but some are of unknown type because of rob-
bing. In terms of Guhe and Lascarides (2013), P is
relatively cautious: he does not take G’s unknown
resources into account, i.e. he only makes a per-
suasion move, if he knows that G can execute the
build or bank trade he promises—7P does not bluff.

Depending on his gullibility configuration, G
accepts different persuasion arguments, e.g. G:GB
is only susceptible to the arguments of P:POB (or,
P:POBoOBT) but not P:POBT.

Similar to the previous result, P:POB does not
improve his win rate but P:{PB, POB} does. And
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Figure 5: Win rate and moves made when P takes G’s context into account. Dashed lines are P:&; solid

lines P:PB.

when being more selective about making persua-
sion moves (by adopting PB), adding POB does
not reduce P’s win rate, but he needs only about a
quarter of the moves.

In the (P:{PB,POBT}, G:GBT) context, P’s
win rate is similar to the one without P taking
G’s context into account. This strategy is more
efficient for P (fewer moves) and more effective
(higher win rate) than POB. Again, the PB context
is more effective and efficient than the & context.

Finally, in (P:{PB, POBoOBT}, G:GBoBT) P
makes both kinds of persuasive moves as well as
both kinds of assessments about G’s state, and G
is selective about both types of moves. The added
opportunities that /P obtains through his increased
ingenuity compared to an agent who can make
only one type of argument leads to more persua-
sive moves being executed and a higher win rate.

Comparing these results to the simulations
when P does not take G’s gullibility into account,
we again see that P can increase its efficiency (he
makes fewer moves) without sacrificing his effec-
tiveness (the win rates do not differ substantially).

8 Conclusions

In this paper we used The Settlers of Catan to
investigate the power of persuasion in a multi-
player, partially observable, non-deterministic, dy-
namic, unbounded game. We established an em-
pirical method involving game simulations, with
the heuristics that the persuading agent and his
recipients use being evaluated in controlled ways
and improved upon.

We found that the more ingenuity the persuader
has at articulating persuasive arguments, and the
more gullible his recipients, the more successful
he becomes at winning the overall game. Indeed,

one gullible agent is sufficient for the persuader
to gain an advantage over all three opponents. If
he lacks ingenuity and so is restricted to only cer-
tain kinds of arguments, then it helps to make per-
forming a persuasive move dependent on whether
the proposed trade will enable him to immediately
build. The persuader can also increase the propor-
tion of his persuasion moves that are successful
without harming his win rate by reasoning about
how his opponent will react.

Gullible agents, who assume the persuader is
sincere and competent by default, cannot improve
over the null-hypothesis—a 25% win-rate. But
they ‘lose less’ if they are selective about the
persuasion moves they comply with; here, if you
comply with just one kind of persuasion move, it
should be the one like (1) (i.e., you can immediate
build but only if you execute the proposed trade).

We are currently collecting data on how persua-
sive human opponents find the More Trade per-
suasion moves we investigated here and will then
investigate persuasion that aims for Fewer Oppo-
nent Trades. We will then use our Settlers envi-
ronment to test our best persuasive agents against
humans. We will also investigate the impact of our
improved priors on automatically learning Settlers
strategies and opponent modelling similar to the
work by Gal et al. (2004) in order to adapt to hu-
man opponents over the course of a game.
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Abstract

In a typical conversation, Speakers are
assumed to be committed to the con-
tent of their utterances. Recent research
has uncovered several linguistic expres-
sions or prosodic contours that convey
subtle interactions between the commit-
ments of discourse agents and the pre-
sumed source of the information. An-
other such case is that of Transparent
Free Relatives, as in That’s an instance
of what pragmaticians call ‘implicature’,
which provide a systematic way to ex-
plicitly introduce a source (pragmaticians)
into an attribution statement (call ‘impli-
cature’), but may also leave the source
unexpressed, as in That’s an instance of
what is called ‘implicature’. We explore
the factors that give rise to Non-Speaker
commitment in a novel two-person exper-
imental paradigm, finding that (i) the pres-
ence of an explicit third person source and
(i1) the tense of the attribution statement
provide reliable cues to Non-Speaker com-
mitment.

1 Introduction

The terms that a Speaker uses to describe an object
or event often convey an implicit point of view,
the connotations of which presumptively default to
Speaker commitment or acceptance, unless there
are clear cues to the contrary (Grice, 1978; Levin-
son, 2000; Harris and Potts, 2009). Speakers may
selectively maneuver this default by modifying the
means by which a potentially controversial ele-
ment is designated. Here, the term beergarita (a
literal and linguistic blend of beer and margarita)
is enveloped in a so-called Transparent Free Rel-
ative (1b), which raises the issue of whether the
Speaker believes the term beergarita is appropri-
ate, relative to the canonical variant (1a).

(1)  a.John made Mary a beergarita.

b.John made Mary what he calls a
beergarita.

Syntactically, Transparent Free Relative (TFR)
clauses are Free Relative (FR) clauses that ‘trans-
parently stand in’ for some constituent contained
within the FR clause itself (Wilder, 1998; Grosu,
2003). In example (1b), the phrase what he calls
a beergarita is the TFR clause, and the underlined
noun beergarita is the element for which the entire
clause substitutes, which often has a quotational or
indirect speech effect. Pragmatically, TFRs intro-
duce a term or expression (beergarita) through an
explicit source (John) for the attribution (ke calls).
TFRs thus provide a systematic way to modulate
the degree to which a Speaker conveys her com-
mitment to a term.

After reviewing current research on commit-
ment in pragmatics, we turn to a brief overview of
the pragmatics of TFRs, followed by a description
of a novel two-person experiment that tests the ba-
sic predictions of a cue-based account, in which
multiple interacting cues work together to promote
an interpretive shift from away from Speaker com-
mitment (Smith, 2003; Harris and Potts, 2009).

2 Speaker commitment

Speakers presumably believe what they say, or at
least intend to convey as much, unless their utter-
ances are otherwise marked. In other words, they
are assumed to be committed to the content of their
utterance (Hamblin, 1971; Levi, 1991). We use
the term ‘commitment’, in the sense that a dis-
course agent v may be committed to the (propo-
sitional) content ¢ expressed by an expression E
when o makes public, in some way, «’s belief in
¢ through the use of £. A commitment differs
from a genuine belief in that (i) commitments are
necessarily public, and hence can be expected to
generate implicature of the usual sort, and to li-
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cense discourse moves, and (ii) commitments may
be disingenuous, in that one may adopt a commit-
ment for, say, the sake of polite conversation or
deception, among other reasons (Hamblin, 1970).

Of course, discourse agents need not share the
commitments of others in the discourse. Con-
sequently, discourse agents — and models of dis-
course — need to somehow pair discourse agents
with their commitments in order to draw appro-
priate inferences. This is unlikely to be an easy
task. A great deal of varied information must
go into assessing the commitments of our conver-
sational partners. Presumably, discourse agents
rely on linguistic conventions, coupled with gen-
eral knowledge about the discourse and the agents
therein, to form reasonable approximations of an-
other agent’s commitments.

Several recent studies have investigated how
particular lexical items, syntactic configurations
or intonational contours interact with the commit-
ments of agents in the discourse. Examples in-
clude rising declaratives (Bartels, 1997; Gunlog-
son, 2001), discourse particles (Farkas and Bruce,
2010), predicates of personal taste (Lasersohn,
2005; Malamud and Stephenson, 2011), polar-
ity rises (Malamud and Stephenson, 2011), and
expressive terms (Potts, 2005; Harris and Potts,
2009). For example, Gunlogson (2008) observes
that rising declaratives typically require the Ad-
dressee to be publicly committed to the proposi-
tion under question. In (2), B has no reason for
thinking that A would be committed to the propo-
sition that the fruit she is eating is a persimmon;
hence, B’s use of the rising declarative sounds in-
felicitous in the context. Once A makes that com-
mitment public, a rising declarative addressing the
Addressee’s commitment is licensed (3).

(2)  A.(Coworker silently eating a piece of
fruit.)
B. # That’s a persimmon?

3) A.This is the best persimmon I've ever
tasted.

B. That’s a persimmon?

Following Hamblin, Gunlogson (2008) pro-
poses that every discourse agent has a set of pub-
licly available discourse commitments, which may
be modeled as the set of worlds which conform to
those beliefs:'

"We may assume for simplicity that cs, 4, and any update

4)  csqq = {w € W : all discourse commit-
ments of agent « in discourse d are true in
w }

The discourse context (', at a particular point
in time, can be represented as a tuple of such
commitment sets for all agents in the discourse:
Cq = (¢Sa,d>CS8.d, - --). The common ground —
mutually held beliefs about the world that unfold
throughout a discourse — is then to be understood
as the intersection of individual commitment sets.
As Gunlogson and others realized, however, the
more complicated case of implicit commitment
presents itself. In example (5), whether or not the
Speaker is committed to the identification is left
vague or underdetermined by the semantics. Pro-
vided that John is a reliable source, (5) could be
used to indicate that the proposition that’s a per-
simmon 1is likely correct. For example, if John is
an expert gardener, I’'m surely going to trust his
judgment by default. However, if John is contex-
tually understood to be largely ignorant about such
things, the intuition is that (5) becomes a comment
on John’s beliefs, from which the Speaker must

now take pains to distance herself.

(5)  According to John, that’s a persimmon.

Additionally, John’s reliability may simply not be
known. The Speaker may use the According to
John clause to identify her source of informa-
tion, without necessarily commiting one way or
the other. Discourse agents may require more in-
formation regarding John’s reliability before ac-
cepting (or rejecting) the statement into the com-
mon ground (Farkas and Bruce, 2010; Malamud
and Stephenson, 2011).

I will classify such cases as Non-Speaker com-
mitment even though there are surely impor-
tant distinctions to be explored further. The
case in which John is ignorant about gardening
might more accurately be called Speaker Non-
commitment, in that the Source, not the Speaker,
is committed to the attitude. The case in which
John’s reliability is unknown is vague with respect
to Speaker commitment. Hence, Speaker commit-
ment and Non-Speaker commitment need not be
incompatible: a Non-Speaker source can serve as
a proxy for the Speaker, as discussed below.
to it, results in a consistent model (Gunlogson, 2008). Simi-
lar constraints holds for standard models of common ground
(Lewis, 1969; Fagin et al., 1995; Stalnaker, 2002). Possi-
ble worlds are used for convenience without commitment to

their adequacy in capturing the finer points of belief or belief
revision.
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In a case similar to (5), Simons (2007), among
many others, discusses the evidential use of em-
bedding attitude predicates, such as thinks, be-
lieves, imagines, and so on.

(6)  A.[Context: Pointing to a piece of fruit.]
What is that?

B.i. That’s a persimmon.
ii. I think/believe that’s a persimmon.
iii.That, I think/believe, is a persimmon.

iv.John thinks/believes that’s a persim-
mon.

The direct answer (6B.i) conveys a high degree
of Speaker certainty, and thus complete Speaker
commitment.  First person embedding predi-
Speaker to introduce some uncertainty regarding
the accuracy of the statement. Finally, third person
embedding cases defer the relevant attitude state
to a Non-Speaker agent (John), triggering the in-
ference that the Speaker is not in an appropriate
epistemic state to provide an answer.

Such cases underscore the need to associate a
commitment with a source for the content, defined
by Gunlogson (2008) as follows:

(7)  Anagent « is a source for a proposition ¢
in a discourse d iff:

a. o« is committed to ¢; and

b. According to the discourse context, a’s
commitment to ¢ does not depend on an-
other agent’s testimony that ¢ in d.

Gunlogson proposes that commitments have
sources. Sources may be the Speaker herself, or
another discourse agent, such as the Addressee in
the case of rising declaratives (2-3) or a third party
mentioned in the sentence (5). In such cases, a’s
commitment might be said to be a dependent com-
mitment:

(8) An agent « has a dependent commitment
to a proposition ¢ in a discourse d iff:

a. « is committed to ¢; and

b. According to the discourse context, « is
not a source for ¢ in d.

Provided that an alternate source is not speci-
fied, a plausible interpretation takes the speaker to
be the source of the claim, all else being equal. We
may codify this intuition into the following pre-
sumptive inference:

(9)  Speaker commitment by default: Unless
otherwise indicated, assume that a Speaker
is committed to content ¢ expressed in E.

This is a direct result of Grice’s Maxim of Quality
(roughly, “Do not say what you believe to be false
or do not have evidence for”); in general, if speak-
ers are expected to say what they have evidence
for, then they should be likewise committed to the
content of their reports.

We take it that discourse agents rely on cues
from various sources to signal a contravention of
default Speaker commitment (Smith, 2003; Harris
and Potts, 2009), a position which raises a number
of additional questions, including the following:

(10) i. What cues signal a Non-Speaker com-

mitment to ¢?
1i. How reliable are such cues?

iii.How do these cues interact? Do multiple
cues work together to better signal Non-
Speaker commitment? If so, are some
cues stronger or more reliable than oth-
ers?

We now turn to Transparent Free Relatives as a
case study in this area in order to begin addressing
these questions.

3 Transparent Free Relatives

Transparent Free Relatives (11b) are a type of
Free Relative (11a) structure which serve to in-
troduce a term or expression through predicates
like verbs of saying, such as call or describe as,
that select for equatives or small clauses, or else a
clausal hedge, such as appear to be or seem to be.
Like other types of FRs (Bresnan and Grimshaw,
1978; Caponigro, 2003), TFRs can stand in for
many kinds of syntactic categories, but stand in
most often for NPs. Although TFRs have a num-
ber of interesting syntactic and semantic proper-
ties (Wilder, 1998; Grosu, 2003; Schelfhout et al.,
2004), those are not reviewed here.

an

a. In the divorce hearing, John gave Mary
[Fr what she wanted].

b. In the divorce hearing, John gave Mary
[Trr What she thinks of as reparations].

The examples below illustrate the most com-
mon use of TFRs, which are in abundance in
news reporting, in which the commitments asso-
ciated with the term shift to a Non-Speaker agent.
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In (12), the use of the politically charged term
amnesty is clearly ascribed to Ted Cruz in his de-
scription of the Democrats’ proposal, contribut-
ing to a global perspective shift (Harris and Potts,
2009) in which evaluative terms like right reflect
the point of view of Cruz, rather than of the re-
porter or the Senate Democrats. In (13), it is
clear that the phrasing of the report reflects the at-
titude holder (Cummings), leaving the reporter’s
own commitments somewhat vague.

(12) Speaking Wednesday with conservative
radio host Rush Limbaugh, Ted Cruz
said that by promoting what he called
“amnesty” for immigrants in the U.S. ille-
gally, Senate Democrats are indeed hoping
to get a lot more Democratic voters — but
not among immigrants who did things the
right way, like his father. (NPR: 20 May,

2013)

But Cummings was not so happy about a
media buildup to the hearing with what
he called unfounded accusations aimed at
smearing public officials. (NPR: May 09,
2013)

13)

Pragmatically, however, TFRs are compati-
ble with multiple interpretations besides a Non-
Speaker perspective. Whether the Speaker ac-
cepts the appropriateness of the term beergarita
depends, in part, on the extent to which John is
deemed a trustworthy or authoritative source, and
whether the Speaker is willing to adopt the term
in question. Furthermore, authoritative sources
can also be used to introduce the term to an igno-
rant audience, rather than to reject it; for example,
what we mixologists call a beergarita identifies the
Speaker as an authority, just as what I would call
a beergarita can be understood as idiosyncratic or
original to the Speaker. Additional factors such as
modality, intonational marking, and non-verbal in-
dicators such as head tilt or eyebrow raising may
also play a role in establishing Non-Speaker com-
mitment (Harris and Potts, 2011).

From among the many potential factors leading
to Non-Speaker commitment, we concentrated on
just two: (i) the presence of a third person source
and (ii) the tense of the report, following previous
findings that present tense promotes Non-Speaker
interpretations of attitude reports in extended dis-
course contexts in comparison to past tense (Har-
ris, 2012). In the case of TFRs, the present tense

generates a habitual or generic interpretation of the
attributive statement, suggesting that the attribu-
tion reflects a consistent commitment. In contrast,
the past is consistent with an episodic reading, in-
dicating that the attribution may not reflect a long-
term belief, in addition to the habitual reading.

Although the variations in (14) are all ambigu-
ous, they differ in whether we can attribute the
term beergarita to a specific source (John) and
whether the mode of reference is habitual (calls,
is called) or possibly episodic (called).

is called
he called
he calls

(14) John made Mary what

a beergarita.

We predicted that the presence of a TFR would be
insufficient, by itself, to overturn the Speaker de-
fault, but that the presence of a third person source
would be a more important indicator. We also ex-
pected that the third person source would more
greatly contribute to Non-Speaker interpretations
when coupled with a present tense predicate, and
that the combination of such cues would lead
to more reliable interpretations between Speakers
and Hearers.

4 Speaker-Hearer judgment task

This section introduces the results of a paired
Speaker-Hearer experiment, in which two subjects
participate in an interpretation judgment task.?

4.1 Materials and method

Fifteen pairs of subjects from UMass Ambherst par-
ticipated in the study (for a total of 30 subjects).
Subjects were randomly assigned a role (Speaker
or Hearer) prior to the experiment, and were seated
facing away from one another, so that facial cues
and gestures would not be a factor in the task.
Subjects were presented with 12 triplets of the
form of (15), manipulating the presence of a
Source (Src, No-Src) in the TFR and the Tense
of the TFR predicate (Present, Past). The three
conditions consisted of (i) No Source-Present (No-
Src; is called), meant to establish a baseline for
Speaker commitment with the construction, (ii)
Source-Past (Src-Past; he called), giving one cue

The terms ‘Speaker’ and ‘Hearer’ only indicate labels
for the roles in the experiment. While it is expected that these
roles would generalize, to a limited extent, to real conversa-
tion, it is also acknowledged that the ‘Speaker’ was reading
the script, rather than articulating his or her own intention.
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for Non-Speaker commitment, and (iii) Source-
Present (Src-Pres; he calls), giving multiple cues
for Non-Speaker commitment.

(15) John gave Mary what ...
a. is called a beergarita. (No-Src)
b. he called a beergarita. (Src-Past)
c. he calls a beergarita. (Src-Pres)
(16)  How did you interpret that sentence?

i. Only John calls it a ‘beergarita’. (NSpO)

ii. Everyone calls it a ‘beergarita’.  (SpO)

Items were presented in counterbalanced indi-
vidually randomized order, so that subjects saw
or heard one and only one item from each triplet,
interspersed with 42 items from unrelated experi-
ments (though all items asked about commitment
in some form or another). Items were constructed
so that only a quarter of the items contained po-
tentially unfamiliar terms in the TFR, using a vari-
ety of attitude predicates: call, think, believe, con-
sider, and expect. All items are provided in the
appendix.

After Speakers read the item silently, they chose
between two responses to an interpretation ques-
tion like (16). As discussed above, Non-Speaker
commitment is sometimes vague with respect to
whether the Speaker would also endorse the atti-
tude. The responses were constructed to be as un-
ambiguous as possible, so that the Non-Speaker
Oriented response (NSpO; 16.i) was phrased in
terms of the stronger Speaker Non-commitment
interpretation. The Speaker Oriented response
(SpO; 16.11) was intended cover all other interpre-
tations, most prominent of which is Speaker com-
mitment, by hypothesis. Order of responses was
individually randomized for each participant.

After responding to the interpretation question,
Speakers were asked to perform the item as though
they were having a conversation, and their speech
was recorded on a head-mounted microphone.
The instructions to the Speaker included the fol-
lowing directions:

You should think of this experiment as
“a mind reading game” in which you
report on what someone else has said.
Your goal is to convey whether you also
believe what you report on, while speak-
ing as naturally as possible.

Hearers then made a judgment on the same in-
terpretation question from the Speakers’ perfor-
mance alone — i.e., they responded to the question
(16) without seeing additional text. The paradigm
thus allows us to explore additional measures not
typically gathered in similar experiments; in ad-
dition to interpretations and voice recordings, we
also have a measure of Speaker-Hearer agreement,
allowing us to determine precisely what factors re-
liably signal Non-Speaker commitment.

Items were presented with Linger (Rohde,
2003), which recorded responses from both
Speaker and Hearer, as well as the audio perfor-
mance of the Speaker. Each experimental session
typically lasted no more than 45 minutes.

4.2 Results

Responses to interpretation questions (16) were
coded so that NSpO responses counted as suc-
cesses (DV = 1) and SpO responses were counted
as failures (DV = 0). The data were modeled
as various logistic linear mixed effects regression
models (Baayen et al., 2008), with dummy coded
predictor variables® with by-subjects and by-items
random slopes and intercepts (Barr et al., 2013).
All analyses were conducted within R using the
nlme4 package (Bates and Maechler, 2009) for
model fitting. The experimental design permit-
ted numerous measures, such as Responses aggre-
gated across Speakers and Hearers, Speaker re-
sponse only, Hearer response only, and Percent
agreement between Speaker-Hearer pairs, each of
which is presented in turn below. Reaction time
was not formally examined.

Treating Speaker and Hearer responses as in-
dependent events within the same data set — i.e.,
not distinguishing between Speaker and Hearer re-
sponses, Src-Past (M = 82%, SE = 4) elicited sig-
nificantly more NSpO responses than No-Src (M
=42%, SE =5), z = 490, p < 0.001, and, in
turn, Src-Pres (M = 95%, SE = 2) elicited more
NSpO responses than its Src-Past counterpart, z =
7.33, p < 0.001.* The means for each condition

*Dummy coding compares each level to a baseline, in this
case the No-Src condition; however, qualitatively similar re-
sults obtained under ANOVA-style deviation coding, which
compares the means of each level against the grand mean.

“This is one instance where choice of contrast coding
mattered. In ANOVA-style deviation coding, where the No-
Src condition was again treated as the baseline for deviation,
Src-Pres elicited more non-speaker responses than the grand
mean (M =73%, SE =2), z = —8.15, p < 0.001, but Src-Past
did not, ¢ < 1. However, we concentrate on dummy coding
here, as it coheres best with evaluating the predictions against
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are shown in Figure 1. Note that the response pat-
tern supports our basic predictions. First, TFRs
do not, by themselves, mandate a shift to a Non-
speaker commitment. Second, the more cues that
are available, the more likely the shift.

Percent Non—-Speaker Responses

100
1

80
1
=

60
1

Non-Speaker Responses

20

No-Src Src—-Past Src-Pres

Figure 1: Percent Non-Speaker Responses.

We may also fit the data to a model contain-
ing the Role (Speaker, Hearer) of the participant
as a predictor (random effect structures were sim-
plified to by-subjects and by-items random inter-
cepts in order allow the model to converge). As
before, we find more NSpO responses for Src-Past
than the No-Src baseline, z = 6.27, p < 0.001, and
additional NSpO responses for Src-Pres over Src-
Past, z = 6.16, p < 0.001. We also find a small
(and possibly spurious) main effect of Role, such
that those in the Speaker role (M = 74%, SE =
3) selected NSpO responses more often than those
in the Hearer role (M = 71%, SE = 3). This ef-
fect is likely to be driven by the 20% increase in
the No-Src condition, as there were actually fewer
NSpO responses for Speakers in the Src-Past con-
dition (d = —10%, with a significant interaction,
z=—2.78, p < 0.01), and no difference whatso-
ever in the Src-Pres condition, illustrated in Figure
2. At the moment, we do not have a clear account
for why participating in different roles may have
yielded different behavior in the different sentence
types. One possible explanation is that the Speak-
ers failed to produce No-Src sentences with con-
sistent prosody.

One of the benefits of this paradigm is that
it provides a measure of Speaker-Hearer agree-
ment. In general, there was a relatively high rate of

the data.

Percent Non-Speaker Responses by Participant Rol
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Figure 2: Percent Non-Speaker Responses by Par-
ticipant Role.

agreement across the entire experiment (including
unrelated manipulations) at rate of 62%, signifi-
cantly above chance in a binomial test, p < 0.001.
At 73%, the rate of agreement was in fact higher
for the present manipulation. Interestingly, partic-
ipants tended to agree more often on some con-
ditions than others: Src-Pres elicited more agree-
ment (M = 90%, SE = 4) than the No-Src (M =
60%, SE = 6) condition, z = 3.47, p < 0.001,
which did not significantly differ from the Src-Past
(M =70%, SE = 6) condition, z = 1.25; see Figure
3.
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Figure 3: Percent Agreement between Speaker
and Hearer.

Further, when participants agreed on the inter-
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pretation, the NSpO response was selected at an
even greater rate for Src conditions (Pres: M =
100%, SE = 0; Past: M = 95%, SE = 3; this 5%
difference between Src conditions was not signifi-
cant) compared to the No-Src condition (M =36%,
SE =8), 2=3.79, p < 0.001.

Although auditory recordings were made of the
Speaker’s performances, they have not been ana-
lyzed in detail. Our impression is that most Speak-
ers simply read the text without giving it much ex-
pressive nuance. However, for the few participants
who did expressively perform the text, we noted
an interesting pattern: Speakers sometimes placed
contrastive pitch accent on the source pronoun or
the attitude verb, along with a slight pause be-
fore the term within the TFR, possibly indicating
a quotational effect. We suspect that these intona-
tional cues, among others, would positively corre-
late with a Non-Speaker interpretation of the TFR.
We are currently investigating this issue within a
corpus of more natural speech, such as conversa-
tions and news reports.

4.3 General discussion

We presented a two-person judgment experiment
testing how the presence of a third person source
and tense contribute to Non-Speaker interpreta-
tions of Transparent Free Relatives. Our findings
support the conclusion that TFRs do not semanti-
cally signal Non-Speaker interpretations by them-
selves, as they are consistent with both Speaker
and Non-Speaker interpretations. Rather, ele-
ments within the TFR serve as subtle, yet reliable,
cues for commitment. Specifically, the presence
of a Non-Speaker source is a reliable indicator of
Non-Speaker commitment, an effect which is in-
creased by the present tense, indicating a habit-
ual, rather than episodic, stance with respect to
the attribution described in the TFR. Further, these
cues may be used very effectively to signal a shift
away from Speaker commitment, as indicated by
the high rate of agreement between Speaker and
Hearer participants in the experiment.

5 Conclusion

Judgments regarding commitment may not be an
all or nothing affair. Hearers rely on subtle prag-
matic cues to infer Non-Speaker orientation. Al-
though such interpretations are most likely invited
inferences, in that they are not mandated by lexical
or structural elements, they nevertheless present a

crucial component to full comprehension of text
and dialogue. This study probed a few factors
that give rise to Non-Speaker commitment within
the understudied, yet ubiquitous, TFR construc-
tion, and showed that various cues work together
to strengthen Non-Speaker commitment.

That multiple cues conspire to more effec-
tively indicate Non-Speaker commitment makes
intuitive sense. We suspect that deviating from
the canonical assumption of Speaker commitment
might be a risky endeavor, as the indicators of
Non-Speaker commitment are not lexically en-
coded in English. Should the Speaker fail to suc-
cessfully communicate her intentions, she runs the
risk of being associated with the very point of
view from which she wishes to distinguish herself.
Thus, using multiple, possibly redundant, cues to
cement Non-Speaker interpretations may ensure a
greater likelihood of success.

The pragmatics of the TFR construction intu-
itively parallel issues often discussed in audience
design, in that the terms that one uses for an
object may reflect a particular conceptualization
of that object (Brennan and Clark, 1996). Dis-
course participants understand that such concep-
tualizations may well vary, and a conceptual pact
to use one mode of reference can be established
through continued interaction, in a process called
lexical entrainment. While the use of TFRs is,
in a sense, more general than entrainment in that
it applies to more aspects of linguistic communi-
cation than copresent reference, we fully expect
that common principles govern them both. The
case of TFRs is particularly interesting with re-
spect to commitment, as the construction offers a
systematic method for pairing a commitment with
a source, which is especially important when the
term is rich in perspectival information. Never-
theless, TFRs are just one of the many ways that
speakers navigate potential disagreement between
audience members. We expect that a multitude
of cues which discourse participants use to adapt
to differing perspectives overlap in the two cases.
Understanding how these cues work together will
hopefully help us develop more complete models
of discourse, along with a richer notion of com-
mitment.
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Appendix

Experimental items are provided below. Only the
Source-Present condition is given past item 1.

1. John gave Mary what (is called / he called /
he calls) a beergarita.

2. Karen made what she calls a goulash.

3. Dylan picked up what he thinks is a rare dia-
mond.

4. Megan ran over what she believes was a mu-
tant rodent.

5. Paterson admitted to what he considers a
heinous betrayal.

6. Ken told his boss about what he acknowl-
edges was a grave mistake.

7. The artist sold what she considers her greatest
achievement.

8. The television executive promotes what he
calls edutainment.

9. The priest performed what he calls a shotgun
marriage.

10. The judge condemned the defendant for what
he calls a reckless act.

11. The producer released what he expects to be
a one hit wonder.

12. The editor denounced what he thinks is a
gross abuse of power.

Acknowledgments

This work has benefited greatly from discussions
with Lyn Frazier, Chris Potts, and Carson Schiitze.
Part of this project was presented previously at the
UCSD SemBabble group. Many thanks to Ivano
Caponigro, Jonathan Cohen, Andrew Kehler and
others there for their generous feedback. Thanks
also to Mara Breen for her guidance on program-
ming the experiment and to Adrian Staub for use
of his lab space and support to run the experi-
ment. Finally, the final version of the paper was
improved by following the recommendations of
three anonymous reviewers.

References

R. Harald Baayen, Douglas J. Davidson, and Dou-
glas M. Bates. 2008. Mixed-effects modeling with
crossed random effects for subjects and items. Jour-
nal of Memory and Language, 59(4):390-412.

Dale J. Barr, Roger Levy, Christoph Scheepers, and
Harry J. Tily. 2013. Random effects structure for
confirmatory hypothesis testing: Keep it maximal.
Journal of Memory and Language, 68(3):255-278.

Christine Bartels. 1997. Towards a compositional in-
terpretation of English statement and question into-
nation. Ph.D. thesis, University of Massachusetts
Ambherst.

Douglas Bates and Martin Maechler. 2009. Ime4: Lin-
ear mixed-effects models using S4 classes. R pack-
age version 0.999375-31.

Susan E. Brennan and Herbert H. Clark. 1996. Con-
ceptual pacts and lexical choice in conversation.
Journal of Experimental Psychology: Learning,
Memory, and Cognition, 22(6):1482—1493.

Joan Bresnan and Jane Grimshaw. 1978. The syn-
tax of free relatives in English. Linguistic Inquiry,
9(3):331-391.

Ivano Caponigro. 2003. Free not to ask: On the
semantics of free relatives and wh-words cross-
linguistically. Ph.D. thesis, University of California,
Los Angeles, Los Angeles.

Ronald Fagin, Joseph Y Halpern, Yoram Moses, and
Moshe Y Vardi. 1995. Reasoning about knowledge.
MIT Press, Cambridge, MA.

Donka F. Farkas and Kim B. Bruce. 2010. On reacting
to assertions and polar questions. Journal of Seman-
tics, 27(1):81-118, 2.

H. Paul Grice. 1978. Further notes on logic and con-
versation. Harvard University Press, Cambridge,
MA.

Alexander Grosu. 2003. A unified theory of standard
and transparent free relatives. Natural Language &
Linguistic Theory, 21(2):247-331.

Christine Gunlogson. 2001. True to Form: Rising and
Falling Declaratives as Questions in English. Ph.D.
thesis, University of California, Santa Cruz, Santa
Cruz.

Christine Gunlogson. 2008. A question of commit-
ment. Belgian Journal of Linguistics, 22:101-136.

Charles L. Hamblin.
Co, London, UK.

1970. Fallacies. Methuen and

Charles L. Hamblin. 1971. Mathematical models of
dialogue. Theoria, 37(2):130-155.

Jesse A. Harris and Christopher Potts. 2009.
Perspective-shifting with appositives and expres-
sives. Linguistics and Philosophy, 36(2):523-552.

78



Jesse A. Harris and Christopher Potts. 2011. Pre-
dicting perspectival orientation for appositives. In
Proceedings from the 45th Annual Meeting of the
Chicago Linguistic Society, volume 45, pages 207—
221, Chicago, IL. Chicago Linguistic Society.

Jesse A. Harris. 2012.  Processing perspectives.
Ph.D. thesis, University of Massachusetts Amherst,
Ambherst, MA.

Peter Lasersohn. 2005. Context dependence, disagree-
ment, and predicates of personal taste. Linguistics
and Philosophy, 28(6):643-686.

Isaac Levi. 1991. The fixation of belief and its undo-
ing: Changing beliefs through inquiry. Cambridge
University Press.

Stephen C. Levinson. 2000. Presumptive meanings:
The theory of generalized conversational implica-
ture. The MIT Press, Cambridge, MA.

David Lewis. 1969. Convention. A philosophical
study. Harvard University Press, Cambridge, MA.

Sophia Malamud and Tamina Stephenson.  2011.
Three ways to avoid commitments: Declarative
force modifiers in the conversational scoreboard. In
Proceedings of the 15th Workshop on the Semantics
and Pragmatics of Dialogue, pages 74-83.

Christopher Potts. 2005. The Logic of Conventional
Implicatures. Oxford Studies in Theoretical Lin-
guistics. Oxford University Press.

Doug Rohde. 2003. Linger. Computer Program.

Carla Schelfhout, Peter-Arno Coppen, and Nelleke
Oostdijk. 2004. Transparent free relatives. In Pro-
ceedings of ConSOLE XII.

Mandy Simons. 2007. Observations on embedding
verbs, evidentiality, and presupposition. Lingua,
117(6):1034-1056.

Carlota S. Smith. 2003. Modes of Discourse: The lo-
cal structure of texts. Cambridge University Press,
Cambridge, UK.

Robert Stalnaker. 2002. Common ground. Linguistics
and philosophy, 25(5):701-721.

Chris Wilder. 1998. Transparent free relatives. ZAS
Papers in Linguistics, 10:191-199.

79



1

Helping, | mean assessing psychiatric communication:
An application of incremental self-repair detection

Christine Howes', Julian Hough'2, Matthew Purver!andRose McCabé
!Cognitive Science Research Group, School of Electronidrigsging and Computer Science,
Queen Mary University of London
2Dialogue Systems Group, Faculty of Linguistics and Literaf Bielefeld University
3Medical School, University of Exeter
c. howes@nul . ac. uk

Abstract

Self-repair is pervasive in dialogue, and
models thereof have long been a focus
of research, particularly for disfluency de-
tection in speech recognition and spoken
dialogue systems. However, the gener-
ality of such models across domains has
received little attention. In this paper
we investigate the application of an au-
tomatic incremental self-repair detection
system, STIR, developed on the Switch-
board corpus of telephone speech, to a new
domain — psychiatric consultations. We
find that word-level accuracy is reduced
markedly by the differences in annotation
schemes and transcription conventions be-
tween corpora, which has implications for
the generalisability of all repair detection
systems. However, overall rates of repair
are detected accurately, promising a useful
resource for clinical dialogue studies.

Introduction

psychiatric domain, levels of repair have been
found to be associated with verbal hallucinations,
and patient adherence to treatment (Leudar et al.,
1992; McCabe et al., 2013). Identifying repair in
these types of dialogue therefore has the potential
to be a diagnostic tool, and offer insights into de-
veloping training for psychiatrists, e.g. in detect-
ing that a patient is in difficulty, or shaping their
own talk more effectively.

1.1 Self-repair

In the conversation analysis literature (e.g. Sche-
gloff et al. (1977)), repairs are described in terms
of the dialogue participant (DP) who initiates the
(need for) repair (oneself or another), the DP who
completes the repair (self or other), and in which
position the repair is completed. For the purposes
of this paper, we are interested in cases where a DP
repairs their own utterance in the course of pro-
ducing it — aposition one self-initiated self-repair
which can repeat part of the utterance éaticula-

tion repair, as in (1)), reformulate part of the utter-
ance (aformulation as in (2)), or add something
clarificatory to the utterance at a point at which it

Self-repairs are known to be pervasive in humarinight have been considered completéréasition
dialogue and there has been much research into tipacerepair (3))*

identification and modelling of repair from both
computational and psychological perspectives. |
computational linguistics, the focus is on removal

rl(1) Dr: You probably have seen so many

psychiatrist- o- over the years

of disfluency: for the creation of accurate and use{2) Dr: Did you feel thatid you despair so

ful dialogue systems, disfluencies (including self-
repair) need to be identified and removed from the
speech input to yield interpretable input for down-

much that you wondered if you could
carry on?

stream processors (especially when using off-the(3) P: Where I go to do somprinting. Lino

shelf parsers). Psycholinguistic research, on the
other hand, investigates what the presence and Rates of self-

printing

repair are known to differ over a

type of repair can tell us about psychological andyi,jing variety of factors: for example, in dif-

interactional factors in dialogue. For example, thq‘erent domains and dialogue roles (Colman and
presence of repair can aid comprehension (Bren-—

nan and Schober, 2001) and affect the backchan-

These examples are taken from the psychiatric consul-
tation corpus detailed in Section 2.1, with the reparandum

nelling of listeners (Healey et al., 2013). In the ghown in italics and the repair phase shown in bold.
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Healey, 2011), modalities (Oviatt, 1995), dialoguel.3 Identifying repair

moves (Lickley, 2001) gender and age groupsgy hand Self-repairs, which are the repair type
(Bortfeld et al., 2001) ar_ld clinical popul_atlons of interest in this paper, are often annotated
(Lake et al., 2011). For this reason, there is muchyccording to a well established structure from
discussion in the literature over the “nderly'”g(Shriberg 1994) onwards, and as described in

cause of self-repair — is it merely an index of dif- pjateer et al’s (1995) Switchboard corpus anno-
ficulty for the speaker, for example when planningistion handbook:

or producing an utterance (Bard et al., 2001), or
is repair interactively designed for the benefit of
the listener(s) (Clark and Fox Tree, 2002; Good-John and Bill [like + {uh} love] Mary

win, 1979)? While we do not address these ques——~—""" ~— =~~~ “—~—~— =~~~
. . . original utteranceeparandum interregnum repair continuation
tions here, we note that this uncertainty causes re- 4)

pair annotation protocol differences, and makes it This structure affords three principal subtypes
unclear whether automatic repair detection trainegt sejf.repairs:repetitions substitutionsanddele-

on any single corpus will generalise to any other. (jong Repetitions have identical reparandum and
repair phases; substitutions have a repair phase
o _ that differs from its repair phase lexically but is
In the psychiatric domain, aspects of docCtor- aqry substitutive of it; and deletions have no
patient communication have been shown to be a5y, igus repair phase that is substitutive of their

sociated with patient outcomes, in particular paygnarandum, with utterance-initial deletions often
tient satisfaction, treatment adherence and heal rmedrestarts Despite the clarity the struc-

status (Ong et al., 1995). Studies specifically in'ture affords, there is often low agreement be-

ve_stlgatlng.r.epaw show _assomanons between 'Sween annotators deciding between substitutions
pair and clinical populations known to have lan-, 4 gejetions; in fact, considering gradient bound-

guage difficulties. qu example, Lall<e. et al aries between these categories may be more useful
(2011) fo'und that_partlupants on the autistic SpeC(Hough and Purver, 2013). Presence of a repair
trum revised their speech less often than CONalone is agreed upon more often than structure.

trols, and used fewer filled pauses. For patients \ynjje this annotation scheme has been widely
with schizophrenia, different rates of repair have coq in the computational linguistics community,

been linked to specific types of symptoms, SuChys is not as common for repair corpus studies in-
as verbal hallucinations (Leudar et al., 1992), andgesteq in the dialogue function of repair, rather

whether or not a patient is likely to adhere to the'rthan their surface structure. Healey et al. (2005)
treatment (McCabe et al., 2013) as well as psyyesent 5 systematic effort to test the reliability

chiatrist assessments of the therapeutic relatiorBf a human annotation scheme for repair, build-

ship (McCabe, 2008). These studies rely on acjy oy Healey and Thirlwell's (2002) annotation

curately hand-annotated repair data, and aré neo,cof for identifying the different CA types of
directly comparable to each other as different angq i in dialogue transcripts. They divide repairs
notatlpn schemes have been used. Assessmg tﬂﬁo the CA categories of Position 1 repairicu-
veracity of these results, and exploring the relaysion Formulation Transition spacas shown in
tionship between repair and outcome — for €X+1y_(3) ahove), Position 2 repai€larification Re-
ample, how increased levels of repair are aSSOQUest/NTRICorrectior) and Position 3 Rollow-
ciated with a better therapeutic relationship — re-up andreformulatd. Healey et al. (2005) tested
quires large datasets to be annotated according {gie \5igity and reliability of the protocol through
the same schema. This is impractical where exa, anaivsis of two of the authors coding a corpus

pensive and time-consuming hand annotations argy repair sequences drawn from the CA repair lit-

required. A domain-general automatic repair ideng 4t e with their original coding removed. The

tification system would enable us to address SOME ity of the protocol was shown to be encour-

of the specific questions raised by these prel|m|-agirlg overall, with 75% of the repairs being as-

nary results. signed the same category as that of the original
papers, though detection agreement rates were not
reported.

1.2 Repair in psychiatry
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Automatically There has been considerable e How reliably can different annotation
work on detecting reparandum words from tran- schemes for repair be compared?

scripts, with the motivation of filtering them out
before parsing. However, while the computational
linguistics community focusses on the Switch-
board corpus disfluency challenge (Charniak an(é Methods

Johnson, 2001), which has been met with consid-

erable success in terms of reparandum word de2.1 Data

tection (Honnibal and Johnson, 2014; Rasooli andyitchboard The  Switchboard  disfluency
Tetreault, 2014), these models have rarely beegygged corpus (Godfrey et al., 1992; Meteer et
applied outside of this domain. This is because,|  1995) which has Penn Tree Bank IIl mark-up,
there is a lack of gold-standard disfluency annogonsists of 650 dyadic telephone conversations
tation in the format shown in (4) available: in sgllected between 1990 and 1992 between
fact, Switchboard provides the only large consisynfamiliar American participants on a range
tently annotated corpus available for this purposeef topics assigned from a pre-determined list,
Furthermore, the fine-grained utterance unit s€granging from 1.5 up to 10 minutes in duration,
mentation as carried out by the Switchboard disyyith the average conversation lasting around
fluency scheme (Meteer et al., 1995) is uncomg 5 minutes. The disfluencies annotated include

mon in other corpus mark-ups. For this reasonfjjed pauses, discourse markers, and edit terms,
cross-domain efforts have been rare and perfory| with standardised spelling e.g.  consistent

mance dips considerably across domains (Lease &}, and ‘uh-huh’ orthography.  First-position
al., 2006; Zwarts et al., 2010b). Furthermore, suchygf-repairs are bracketed with the structure in (4)
models are often not designed with word-by-wordyith reparandum, interregnum and repair phases
incremental processing (as required in an incremparked. It has gold standard Penn Tree Bank
mental dialogue system) in mind; the only effort part-of-speech (POS) tags and is segmented in
to develop a system that could function incremenyerms of sub-turn utterance units. Restart repairs
tally in a reliable way (Zwarts et al., 2010a) SUﬁerS(utterance-initiaI deletions) are coded as two

from latency issues, not detecting repairs until anseparate units and not in fact annotated as repairs.
average of 4.6 words after the repair onset.

While the fine-grained structural detection of PSychiatric consultation corpus (PCC) The
repairs is necessarily the focus in computationaflinical corpus was constructed using a subset of
work, to allow reconstruction of a “cleaned” ut- data from a study investigating clinical encounters
terance, high accuracy on detecting the struci? Psychosis (McCabe et al., 2013), collected be-
ture may be unnecessary for tasks focussing offveen March 2006 and January 2008. The corpus
inter-subjectiverates of repair. Use of gold- consists of transcripts from 51 outpatient consulta-
standard Switchboard-style repair annotations ifions of patients with schizophrenia and their psy-
supervised machine learning approaches has a tephiatrist. These transcripts relate to 51 different
dency to cause tight fitting to the Switchboard an-atients, and 17 psychiatrists. The consultations
notation and transcription conventions. While thisvaried in length, with the shortest consisting of
data can be used as a basis to train a system, @0ly 709 words (lasting approximately 5 minutes),

needs to be suitably adaptable to different corporadnd the longest 8526 (lasting nearly an hour). The
mean length of consultation was 3500 words.

1.4 Research questions Each transcript was hand-annotated for repair
This study applies an incremental repair detectio!sing the protocol described in Healey et al.
system (STIR; see Section 2.2, below) trained an€2005). For each turn, words in repairs and their
initially tested on the Switchboard corpus, to a cor-reparanda were highlighted using Dexter Coder
pus of face-to-face clinical dialogues between pa{Garretson, 2006). The resulting annotations are
tients with schizophrenia and their psychiatrists.available in a standalone XML format. For the

The questions we are directly concerned with arepurposes of this study, the data extracted consisted
of the transcripts and associated position 1 re-

e Can self-repair be consistently detectedpairs (annotated with reparandum phrase and cor-
across domains and modalities? responding repair phase). Filled pauses are not

e How useful is automatic analysis of self-
repair in the clinical domain?
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explicitly annotated, but are identifiable as inter-2.2.1 Enriched language models

regna as the unannotated text between the end &fT|R is driven by probabilistic models of lan-
the repal’anda and its repair. Filled pauses, Whilguage which approximatﬁuency|e\/e|_ This is
ConSiStently transcribed, were found to be incon'in contrast to most machine learning approaches
sistently spelt gammm er, eerrrrmm uhmmm o repair tagging which often use string alignment
etc). A find-and-replace operation was thereforeor repeated words and POS tags as their princi-
applied to the corpus prior to analysis to givepa| features. This allows STIR to be compatible
these a standardised spelling, i.e. a consistent ‘efyjth annotation protocols such as (Healey et al.,
Prior to the analysis, we also tagged the corpu®005; Colman and Healey, 2011) more concerned
for part-of-speech using the Stanford POS taggeyith the rate, dialogue type and presence of disflu-
(Toutanova et al., 2003). The Stanford tagger isncy rather than purely for identifying reparanda.
trained on written text, and previous work apply- STIR can thus be used for different repair detec-
ing it to spoken dialogue has shown the error rate§ion tasks, adapting to the available annotations,
to be in the order of 10% (Mieskes and Strube and the motivations for the repair detection.
2006). Here, we are not concerned with the POS  Following Hough and Purver (2013), STIR uses
labels per se, but in the parallelism between PO@nriched Kneser-Ney (Kneser and Ney, 1995)
label sequences (see below) - given that errors aigmoothed trigram language models, trained on a
likely to be fairly consistent (dependent on tran-corpuswith disfluencies removedhe most basic
scription spelling or spoken dialogue idiosyncra-fluency feature is the negative log of the smoothed
cies) we take this as sufficient for our purposes. trigram probability values (equation 6), aka the
surprisal We also use features that approxi-
mate syntactic fluency, the principal measure be-
ing the (unigram) Weighted Mean Log probabil-
As a repair detection framework we use thejt, (\WML) of utterances and their local trigrams
STIR (STrongly Incremental Repair detection) equation 7), a feature that factors out the con-
system, designed with incrementality and domainyipution of lexical rarity. WML was originally
generality in mind (see Hough and Purver (2014)) ysed successfully in detecting low grammatical-
STIR does not require much annotated disfluenc;tty judgements (Clark et al., 2013) and given the
data to become practically useful, as its baCkbonﬁvord-by-word Markov independence assumption

is derived from simple language model featuresqf n-gram models it serves as an approximation of
Additionally, due to its pipelined classifier struc- jncremental syntactic fluency.

ture, different phases of the repair structure in (5)

can be included or excluded, depending on the de-S(Wi—z . .. w;) = —logy p*" (w; | wi—2, wi—1)(6)
tection task and the available annotations. The re-  loga P creans (i)

pair structure in (5) maps directly to that shown WMLWi 3 ... wi) = —Z10?;2Pﬁ;’}\;]GRAJ\{“wi—Z--wi))(7)

in (4), with the start and end word of the reparan-

dum marked byma,+ andrme,q, the optional  These feature values can now be calculated at each
interregnum marked asi and the repair phase de- Word, with versions based on word ¢, WML"")
limited by rpsrar: ANATPond- and POS tags{’?%, WML 9%) sequence. For the
WML values, we also calculate the difference be-
tween values at current and previous word/POS
(AWML). This gives 6 features overall.

ST'IR’s pipeline structure is in_tende'd to SUP-5 2 2 Additional features
port incremental processing while being cogni-
tively plausible: it first detects edit termed
(where present), and then the repair onggt,,;
subsequent stages then identify the extent of th
reparandumrmg,,+ and the end of the repair
rpend- Here, we are interested only in repair
points, so use only the first two steps — for full
details see Hough and Purver (2014).

2.2 STIR: Strongly incremental repair
detection

-'-[Tmstart-'-rmend + {ed}rpstart'--rpend]“' (5)

STIR’s classifiers combine these language model
features with further specific logical (binary) fea-
Eures. Thealignmentfeatures indicate whether the
word/POSW,, in positionx in a trigram is identi-

cal to the final word/POS in the trigrarfi/3. The
edit feature is true iff there is an edit term (filled
pause, edit term or discourse marker) detected in
the position beforél’ 3 — see Table 1.
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Word n-gram features (n=3) sl WML, AWML'
POS n-gram features (n=3) sPOS WMLPOS, AWMLY OS
Alignment features (n=4) | w2 = W3, W1 = W8, POS2 = POS3, POS1 = POS3
Edit term feature (n=1) edit [1,0

Table 1. Repair onset detection features

2.2.3 Training and testing considered forpg.,+ Classification; consequently

For the 6 |anguage model featureS, we train Word?dlt term detection is the first Stage in the disflu-
and POS ‘fluent’ language models on the stanency detection pipeline. We employ weighted er-
dard Switchboard training data (all files with con- ror functions to balance recall and precision in the
versation numbers beginning sw2*, sw3* in thedesired way for the detection task using MetaCost
Penn Treebank IlI release), consisting=ef00K  (Domingos, 1999). This allows fine-grained con-
utterancesx~600K words, cleaned of disfluencies trol over the rate of onset prediction, which proved
(i.e. edit terms and reparanda) and with gold-to be very useful for the clinical data.

standard POS tags. We then keep this Ianguagf_3 Experimental set-up

model the same when calculating the feature val- )
ues across different test corpora; these considie choose the cost functions for MetaCost on

of raw dialogue transcripts with disfluencies in- Switchboard heldout data to yield the best over-
cluded. When testing on data other than Switch@ll F-score ofrpg,,: detection, we then test on
board, the POS tags are generated using the Stalhe test data on the standard Switchboard test files
ford POS tagger (see above). (PTB Il sw4154 - sw4483; 6.7K utterances, 48K

As the test corpora have disfluencies present’,"ords) for the precision, recall and F-scores and
partial words may be present, either explicitly‘rdaxed’ repair-per-turn evaluation of repair de-
transcribed as such, or detected by observing algction (see below for details). For the PCC data,
unknown word that forms an orthographic prefixWhile we keep the base classifier the same as
of its following word (i.e. ‘s, s0’). As corpus stud- Switchboard, we optimise the weights to balance
ies suggest that a non-utterance-final partial word@recision and recall on a heldout set of doctor-
presence predicts a disfluency almost perfectly, foPatient interaction of~20K words. This step
multi-word as well as single partial-word disflu- Was carried out as the weights used for Switch-
ent cut-offs (Hough and Purver, 2013), we includeboard yielded much higher precision than recall in
them into STIR’s language models with a proba-"Pstart detection on a word-by-word level, though
bilistic penalty (see Hough and Purver (2014) forthe overall accuracy was roughly the same. We
detalils). then test on a different set ef25K words.

Edit term detection uses the word and POS n- . :

oo . g, Results and discussion

gram features above, plus the likelihood assigne
by an edit term language model derived fromEdit term detection Edit term detection was
Switchboard’s training data. After edit word de- evaluated on the Switchboard test data, achieving
tection, for repair detection we obtain values foran F-score of 0.938. While this is not directly
the features listed above for each of the remainingomparable to previous work, Heeman and Allen
words in a word-by-word fashion from the stan-(1999) also report very high accuracy on detecting
dardly used Switchboard heldout data (files PTBa subset of edit termsliscourse markersachiev-
Il sw4[5-9]*; 6.4K utterances, 49K words). ing an F-score 0&0.96. Our system detects a big-
e ger and more variable class of phenomena.
2.2.4 (?Iassmer pipeline ) Testing edit-term detection on the PCC data
STIR's first two stages are then implemented a$a5 more difficult, as edit terms were not ex-
random forest classifiers (Breiman, 2001): the firshjiciyy annotated. For the PCC data, transcribed
classifies whether the last word seenisan edittermieq pauses are automatically tagged as edit terms
(ed) or not, and the second classifies whether the 4 then edit term detection is performed using
word is a repair onsetfsiqre) OF NOL. It theed 5 mogel trained on the Switchboard data — this
classifier classifies a word ag, the word is not ¢ as as an approximation only; due to the lack
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of gold standard this was not evaluated quantita- | detection| precision| recall | F-score
tively, but see below for discussion. strict 0.862 | 0.755| 0.805
relaxed | 0.904 | 0.787| 0.841

Repair point detection We then tested STIR in

terms of its precision, recall and F-score for repair Table 2: Switchboard test data results
onset detection as in (8).

detection| precision| recall | F-score

T'Dstart COITect

precision= rDears hypothesised strict 0.527 | 0.536| 0.532
call Pstart correct relaxed 0.682 | 0.679| 0.680
T'Pstart goId Table 3: PCC test data results
F-score— 2 x precisionx recall (8)

precision+ recall

We evaluate in two ways: strict evaluation at the

word level, requiring the exact repair point word

rpstare 10 be identified; and aelaxedevaluation one of finding the exact position of repairs. While
at the turn level, with aps;.,+ hypothesis taken as this is usually important for the purposes of speech
correct if in the same turn as a gold-standard repaifecognition or dialogue systems, it is not here —
annotation, but with every additional hypothesisedour interest in is the association between outcomes
rpstare OVEr the correct number treated as a falséind the presence and rate of different types of re-
positive (i.e. incrementing-p.:..+ hypothesised pairs.

but notrpgq-: correct). The results are shown in

Tables 2 and 3. (9) (a) Dr: well I think I meanl think that's
why it's really sensible

Turn-IeyeI data As can be seen in Tablle_z 2, on (b) Dr: well I think | meanl think that's

the Switchboard data the system identifies both why it's really sensible

that there is a repair and its exact position in the
turn very well (F-score> 0.8). However, for the

PCC data (see Table 3), although the system iden-
tifies that there are repairs in the turn reasonably _ _ _
well (F-score~ 0.7), there is a large drop in per- Dialogue level data Given the differences in

formance when looking at the strict position-basedUrn-level data, as outlined above, and the differ-
metric (F-scorex 0.5). ent ways in which automatically annotated repair

This is likely to be due to differences in both dat@ might be used, we compared the number of

transcription and annotation conventions. In thddentified repairs over each dialogue. _

PCC data, the emphasis for annotators was on AS ¢an be seen from Table 4, there is a very
identifying the number and type of repairs in thenigh correlation £ 0.9) between the number of
turn. Although there was good agreement betweefP2irs per transcript detected by the automatic in-
annotators at this level — with levels Comparauecremental classifier and those annotated by hand.

to our relaxed evaluation performance (Cohen’f‘t this coarse-grained level, the system provides a
% = 0.73, (McCabe et al., 2013)), it is not clear Useful overview of self-repair, which can allow us

whether the annotators position repair points syst© make comparisons between speakers who typ-
tematically or agree on positioning. Examination/ally use a lot of repair and those who do not,
of the transcripts suggests that annotation differ@S Well as looking for associations with outcomes
ences can abound. For example, as shown in (99" & by-patient level as in (McCabe et al., 2013).

editing phrases such as ‘| mean’ may be annof{OWeVer, as can also be seen in Table 4, the au-
tated as part of the reparandum (9a), left unannolomatic repair numbers are lower than those for

tated between reparandum and repair (9b), or arhe hand-qoded data, and this is es_pe_cia!ly the case
notated as part of the repair itself (9c). While (gb)where patle_nts are coqcerned._ T_hls |nd|cate§ that
maps most directly to the Switchboard annotatiori’® System is systematicaliot picking up certain

schema, these differences do not affect the overafyP€S Of repair that the patients are using.
number and type of repairs found in a turn, and_When comparing }he hand annotations on the
are therefore only relevant if our task is the strict”CC data with STIR’s output, we see differences

(c) Dr: well I think | mean | think that's
why it's really sensible
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Hand-coded Automatic Correlation
Mean (s.d.) Mean (s.d.) r p
Patient P1 repair 62.51 (44.87) 48.90 (33.29) 0.9450.001

Doctor P1 repair 41.57 (23.25) 41.02 (23.23) 0.906 0.001

Table 4: Relationship between hand-coded and automatigaiierated repair measures

due to several factors of annotation protocol andhe system’s performance. Switchboard annota-
behaviour and not just due to inherently poor systion conventions result in a biasing on particu-
tem performance. See examples (10)-(12) whertar types of repair, nhamely, mid-utterance repe-
the hand annotation tags (shown in (a) in eachitions, deletions and substitutions, whereas it is
case) differ from STIR’s annotations (shown innot marked for restarts, which caused it to per-

(b)).

(10) (a) D: ... and if you tell me that
that[RPst4rr] that the depressions
kicksin ...

(b) D: ... and if you tell me that
that[rpsar) that[rpsiar) the
depressions kicks in ...

(11) (a) D: and sd[RPst4rr]) mean otherwise
I’'m not too concerned about your
mental health...

(b) D: and sdl [ed] mean(ed] otherwise I'm
not too concerned about your mental
health...

(12) (a) P: Idon’t I'm [RPsragrr]) not like

form poorly on detecting them in the clinical data.
On the clinical side, the fact that editing terms
are often marked as the repair onset means a
Switchboard-trained detector will not get the ex-
act position of the repair. This has implications
for the generalisability of all repair detection sys-
tems that rely on strict word-by-word evaluation,
such as those used in dialogue systems — the way
in which the training data has been annotated and
transcribed will affect what types of repair it reli-
ably detects.

Despite the differences in the type of disfluency
annotation available, one can build a system that
is practically useful for detection purposes using
the set-up as shown in Figure 1. As long as there
is some heldout data available of the same type as

the target corpus, even if not considerable in size,
STIR’s error functions can be manually adjusted
(or automatically experimented with) to yield the

In (10) the second repeat of ‘that’ is evaluatedP€est accuracy results before testing. This tech-
as a false positive by STIR, reflecting the em-hique is effective in terms of giving results with
bedded repairs often found in Switchboard, whilego0d overall correlations as described above.
the annotator views this as part of one longer re- 1he element of Figure 1 not present in the ver-
pair. A false negative from STIR can be seen inSion of STIR here is théfluent” corpus which
(11) where an annotator deems this a repair, whilgould form additional training data to the fluent
according to Switchboard, and STIR, this would!/anguage model in STIR. We hypothesize that
be an editing phrase ‘| mean’. In (12), anotherthe appropriate data, even if from written, rather

false negative is evaluated as STIR misses the trat0an spoken sources, could boost results on out-
scribed repair onset from ‘'m not. Utterance- of-domain (non-Switchboard) data. (Zwarts and

initial deletions, or ‘restarts’, are not marked in Johnson, 2011) show how large text-based cor-

Switchboard but treated as two separate utterand®ra included in a repair hypotheses re-ranker can

units, so there is no training data for these types ofmprove detection on Switchboard, however we
self-repair. would like to explore the effect of additional re-
sources in improving performance on other data,
such as the PCC corpus described here. Other
data STIR does not currently use is acoustic infor-
Usi trict d-b q luati mation, which has been shown to help disfluency
SiNg a more strict word-py-word evaluation, We o0 ion (Liu et al., 2003). Incorporating speech
saw that the differences in annotation schemes and

L A slgnal information will form part of future work.
transcription conventions have a marked effect on

hearing voices...
(b) P: I don’t I'm not like hearing voices...

4 Towards domain-general repair
detection
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[

Target corpus
(heldout) edit

term data (e.g.
from Clinical

Tagged training corpus
(POS, detailed repair
+ edit terms)
(e.g. Switchboard

“Fluent” corpus close
to target corpus (e.g.
BNC written)

Fluent language Editing term
model language model

Tagged target
corpus (heldout) STIR

(e.g. Clinical (edit term and repair detector)
Corpus)

Figure 1: STIR training and heldout sources for a new targatan
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Abstract

We carried out an exploratory WOZ study with
a conversational human-robot interaction system
which offers a set of activities aimed to help a child
to improve its capability to manage diabetes. The
novel aspect is the inclusion of robot-initiated off-
activity talk (OAT) on diabetes- and health-related
topics. We present an analysis of the OAT sub-
dialogues: their distribution, the prompts, chil-
dren’s responses, engagement. Children generally
engaged well. They sometimes also reciprocated
the robot’s topics and even took initiative with new
ones. On the other hand, we observed a decline
in children’s engagement as the interactions pro-
gressed. We attribute this mostly to the delays in

system response, due to the WOZ setup.

1 Introduction

The work presented here is part of the ALIZ-E
project (Aliz-E, 2014). We investigate the use of
a robotic companion to provide support to diabetic
children, who need to acquire knowledge about di-
abetes and suitable healthy nutrition, develop var-
ious relevant skills and learn to adhere to the ther-
apy requirements, in order to become able to man-
age their condition themselves (Nalin et al., 2012;
Belpaeme et al., 2013).

The system developed in ALIZ-E uses the Nao
robot (Aldebaran, 2014) to engage a child in sev-
eral different activities (cf. §3). Since previous re-
search has established that social aspects of inter-
action are important to sustain long-term engage-
ment of humans with artificial agents, including
both virtual characters and robots (cf. §2), the in-
teractions with the ALIZ-E system include both ac-
tivity talk, i.e., conversation pertaining to the activ-
ity at hand, and social talk, such as greetings and
personal introductions.

*This work was funded by the EU FP7 project Aliz-E,
grant No. ICT-248116. URL: www.aliz-e.org

Elettra Oleari
Clara Pozzi
Alberto Sanna
FCSR, Milan, Italy

oleari.elettra@hsr.it

The novel aspect in the present explorative
study is the inclusion of off-activity talk (OAT). In-
terspersed within activity talk, but not pertaining
directly to the activity at hand, OAT involves dis-
cussion of diabetes- and health-related topics with
the aim to elicit talk from the child, in particular, to
encourage disclosure of personal habits and expe-
riences. If successful, OAT could provide a thera-
peutically valuable instrument to help the doctors
and nutritionists to monitor the children’s behav-
iors and hopefully also to motivate the children to
adhere to specific therapy-related requirements.

To investigate the viability and impact of OAT
and collect empirical data we carried out an exper-
iment during a summer camp for diabetic children
(cf. §3). In (Kruijff-Korbayova et al., 2014) we de-
scribe the experiment in detail and preent an anal-
ysis of children’s perception of and relationship to
the robot, interest in further interaction(s) and ad-
herence to therapy-related requirements, namely
filling a nutritional diary during the summer camp.
In the present paper we focus on OAT: its design
(§4) and the experience with it (§5 and §6).

2 Background

(Bickmore and Picard, 2005) coined the term
relational agents for computational artifacts de-
signed to establish and maintain long-term social-
emotional relationships with their users. Their
team carried out numerous pioneering studies to
evaluate the effects of various aspects of (vir-
tual) agent behavior on long-term engagement,
e.g., (Bickmore et al., 2010). Relational behavior
strategies are also investigated in human-robot in-
teraction, e.g., robots as companions (Lee et al.,
2006; Chidambaram et al., 2012; Adam et al.,
2010; Nalin et al., 2012) or in therapeutic and edu-
cational settings (Kanda et al., 2004; Dautenhahn
et al., 2005; Kidd and Breazeal, 2007; Fasola and
Mataric, 2012).

It is often underlined that to build long-term
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bonds with (young) users and provide them sup-
port and motivation, a robot needs to be able to
sustain social dialogues, including abilities like
initial greetings, chatting, and expressing personal
opinions and beliefs (Higashinaka et al., 2010).
Initial greeting, in particular, is a social skill which
(Kahn et al., 2008) considered one of the eight
most important design patterns in human robot in-
teraction. Moreover self-disclosure and empathy
can contribute to familiarity between two agents
engaged in a conversation (Reis and Shaver, 1998;
Moon, 2000).

(Bickmore and Cassell, 2001) were the first
to use an explicit dynamically updated model of
the agent-user relationship. Their social dialogue
planner was designed to sequence agent task and
small talk utterances to satisfy both task and re-
lational constraints. Several other virtual agents
with hand-crafted small talk dialogue strategies
are overviewed in (Kliiwer, 2011), who proposes
a functionally-motivated taxonomy of small talk
dialogue acts based on the social science theory
of face and extracted dialogue act sequences for
social talk from an annotated corpus. (Adam et
al., 2010) on the other hand, analyzed a corpus of
child-adult conversations to extract so-called per-
sonalization behaviors. They identified strategies
for gathering and exploitation of personal infor-
mation (e.g. family, friends, pets); preferences
(e.g. favorite movie, favorite food); agenda (plays
football on Saturday, has maths every Thurs-
day); activity-specific information (preferred sto-
ries, current level of quiz difficulty); interaction
environment (e.g. time, day, season, weather).

Small talk is similar in structure to OAT. How-
ever, OAT has the purpose to encourage the child’s
self-disclosure on topics in the domain of diabetes-
and health-related concepts. In the area of health-
care and education there is growing body of re-
search on systems to interview patients and con-
sumers about their health and provide health in-
formation and counseling using natural language
dialog (Bickmore and Giorgino, 2006). Such di-
alogues have similar content as OAT. In our sys-
tem we are using game-like activities as a context
within which OAT takes place.

3 Experiment

The data analyzed in this paper was collected dur-
ing the experimental activities described in detail
in (Kruijff-Korbayova et al., 2014), carried out

in August 2013 at a Summer Camp for diabetic
children organized in Misano Adriatico (Italy)
by the Center for Pediatric and Adolescent En-
docrinology of San Raffaele Hospital (Milan) in
cooperation with the Italian patients association
SOStegno70 (Sostegno70, 2014).

3.1 Participants

In total 62 children (age 11-14) attended the sum-
mer camp and were exposed to the Nao robot
(Aldebaran, 2014) during various joint activities.
24 children volunteered to participate in individ-
ual session(s) with the robot. 13 of them (7 male,
6 female) were randomly assigned to the OAT con-
dition of interaction. In this paper we analyze the
dialogue data collected with these children.

3.2 System

The interactions were carried out using the sys-
tem developed in the ALIZ-E project (Belpaecme et
al., 2013), in a partial Wizard-of-Oz setup. The
following activities were available: (i) Quiz, in
which the child and the robot ask each other se-
ries of multiple-choice quiz questions from vari-
ous domains (Kruijff-Korbayovi et al., 2012a); (ii)
SandTray, where the robot and the child solve sort-
ing tasks on a shared touch-table (Baxter et al.,
2012); (iii) Dance, where the robot explores var-
ious moves with the child, making a connection
between motions and nutritional concepts (Ros et
al., 2011; Ros et al., 2014). Fig. 1 shows chil-
dren performing the activities and the room with
the experimental setup.

One and the same wizard operated the system in
all interactions, and was supervised by a psycholo-
gist. The wizard simulated the recognition and in-
terpretation of the user’s speech! and for OAT also
the next system action selection. We provided an
interface for the wizard to trigger OAT: The wiz-
ard thus could select an OAT dialogue move as the
next system action from a set of given options at
any point during an activity. The verbalization was
done automatically or the wizard could type some-
thing in on the fly. The next system action in the
Quiz, Dance and SandTray activity was selected
and verbalized automatically, while the wizard had
the possibility to override the automatic selection
if needed. Spoken output was synthesized using
Mary TTS (Schroder and Trouvain, 2003) with

"We did not introduce any noise into the child input to
simulate speech recognition errors in this experiment.
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Figure 1: Left to right: The experimental setup during the summer camp and children engaged in activi-
ties with the ALIZ-E system: dance, quiz, sandtray. (anonymized)

an italian voice developed in the project (Kruijft-
Korbayova et al., 2012b). Spoken output verbal-
ization was designed so as to ensure high degree of
variation in the system output (Kruijff-Korbayova
et al., 2012b).

3.3 Procedure

Each volunteer child had a scheduled appointment
in their spare time during the day. Before the ses-
sion, the child was informed about the experiment,
instructed about the system and the available activ-
ities and filled in a demographic questionnaire.

After this initial phase the interaction started.
The robot introduced itself with its name, and
asked the name of the child. It then explained the
rules and they started to play, first the Quiz game.
The children were then free to switch between the
three activities and to stop the game at any time. If
not previously interrupetd by the child, the session
ended after 30 minutes of continuous interaction.

After the interaction, the child was debriefed
and could make an appointment for another ses-
sion with the robot.

We made video and separate audio recordings.

4 Off-Activity Talk Design

The following OAT topics were defined in strict
collaboration with a psychologist of the San Raf-
faele Hospital:

e Hobbies: typical day; activities in spare time

e Diabetes: checking glycemia; checking insulin; injec-
tions; hypoglycemia

e Nutrition: eating habits; food choices

e Friends: discussions about diabetes; handling diabetes
when with friends

e Adults: behavior w.r.t. diabetes; advice

e Nutritional diary: function; filling in; motivation

We formulated several OAT prompts for each
topic and implemented them as canned text utter-
ances in the system, as illustrated below:

e Hobbies: What do you like to do in your spare time?
or Do you do any sport or another activity?

e Diabetes: Do you inject insulin yourself? or If your
glycemia is low, what do you do?

e Nutrition: How often do you eat fruit and vegetables?
or What are you favorite foods?

e Friends: Do your friends know about diabetes? or
When you go out, do you take your glucometer and
insulin?

e Adults: How do your parents behave with you with re-
spect to diabetes?

e Nutritional diary: Can you explain to me how the diary
works? or Is it difficult to fill in the diary? or I guess
it’s difficult but it is very important and useful to do so.

In Quiz OAT is triggered between question-
answer sequences. The first step for the robot to
start OAT is to say something to “escape” from the
Quiz talk, e.g., Now, I am curious about some-
thing. The next step is to raise one of the topics
as illustrated above. OAT on a given topic can con-
tinue by additional utterances in order to create a
more complex extended sub-dialogue. Finally, the
Quiz activity is resumed explicitly by saying, e.g.,
OK, now let’s do another quiz question.

In Dance we defined several OAT utterances to
be interlaced with the sequence of movements and
sounds, and triggered when the robot begins to ex-
plain the related nutritional concepts. Similarly to
Quiz, the Dance activity would be explicitly in-
terupted for OAT and resumed afterwards.

In SandTray OAT about nutritional habits can be
triggered while the child is playing a sorting game
about food and carbohydrates. The game structure
makes it easy to raise OAT topics related to the ob-
ject shown on the tablet, e.g. asking What food
do you prefer between these? or Is there any food
among these that you put in your food diary?. OAT
thus usually does not need to interrupt the Sand-
Tray activity, and there usually need not be an “es-
cape” turn like in Quiz. Consequently, it is also
not necessary to explicitly resume the activity.
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ID | #topics | #subdial. | #turns R | #turns C | #init. C
02 3 12 33 35 4
04 3 3 25 26 4
05 4 8 25 23 1
09 4 11 20 20 1
10 2 4 22 22 -
11 5 13 25 22 1
12 5 12 24 21 2
14 3 7 16 7 -
17 2 3 19 18 4
18 3 9 25 21 -
19 1 3 7 4 -
22 2 5 17 15 2
24 4 13 37 25 -

Table 1: Distribution of OAT topics, subdialogues,
robot and child turns and child initiative, per child

The wizard was instructed to first let the child
get familiar with the interaction with the robot by
doing the Quiz activity. OAT was thus not triggered
immediately at the beginning. The wizard was free
to decide when to continue pursuing an OAT topic,
address a new one or return to the main activity
(also upon request from the child). Concerning the
OAT topic selection, the wizard was instructed to
always raise the issue of the diabetic diary function
(but not necessarily as the first theme). When pos-
sible, the wizard should prefer OAT topics related
to the current semantic content in the ongoing ac-
tivity (e.g., related to the content of a question in
Quiz or to the objects being sorted in SandTray).

S5 Off-Activity Talk Analysis

We collected a total of 102 OAT subdialogues. We
defined an OAT subdialogue as the chunk of inter-
action around one OAT fopic prompt by the robot,
i.e., the robot raising an OAT topic. An OAT sub-
dialogue ends either by a return to the current ac-
tivity or by another robot’s OAT prompt (typically
on a related topic). In other words, we count the
robot’s OAT prompts. (1) shows a slightly modi-
fied excerpt for illustration. It contains two OAT
subdialogues: (1a)—(1h) and (1i)—(1n), around the
OAT prompts in (1c) and (1k), respectively.

(€))] R I’m curious.

C Tell me.

R Do you check glycemia yourself at home?

C Yes, yes,

C I’m doing it all by myself.

C My parents don’t check me, practically never.
R Very good.

C Thanks.

R May I ask more?

om0 a0 o

—-

j- C Sure. Say all you want.

R Do you realize when your blood sugar drops?
C Yes, always.
C Do you want to tell me anything else?

5 B —~ &

R Not now, maybe later.

OAT subdialogues vary in length, from 2 to 16
turns. There were in total 209 robot and 194 chil-
dren turns. Tab. 1 shows basic distribution data.
The number of robot and child turns was usu-
ally balanced, although there are a few children
who were reluctant to respond and show consider-
ably fewer turns than the robot. While most of the
children’s turns are responses to the robot’s OAT
inititative, the children sometimes took initiative,
too. We will return to this in more detail in §5.3.

5.1 OAT Prompting

The robot raised between 1 and 5 OAT topics per
child. The number of OAT subdialogues varied
considerably, between 3 and 13.

When preparing the experiment, we expected
that the OAT prompt would typically pick up a con-
textual topic, i.e., a topic already present in the
context of the current activity. (2) illustrates this:
after a nutrition Quiz question involving vegeta-
bles in (2a), a nutrition OAT is initiated about eat-
ing habits concerning vegetables in (2d).

(2) a. R Now let’s talk about nutrition. What are the
best months to eat fresh broccoli?

C From June to September.

R No, that’s wrong. From September to March.
R Do you like vegetables?

C Not that much.

R Which are your favorite foods?

C There are a couple - say, pizza.

5 meos 0 0 o

R Yummy.

This was less frequent than we had envisaged
(cf. Tab. 2). Among the 56 OAT prompts issued
during an activity, only 15 address a contextual
topic, whereas 41 address a non-contextual topic.

The remaining 46 prompts are instances of OAT
topic continuation: an OAT topic is elaborated
upon in a sequence of subdialogues. Typically,
another facet of a topic is addressed in a contin-
uation. For example, the function of the diary is
addressed first, and then the difficulties in filling
it in; or a subdialogue about glycemia is followed
by one about insulin injections, thus elaborating
on the diabetes topic. The OAT prompt (1k) illus-
trates continuation on the diabetes topic, prompt
(2f) a continuation on nutrition.
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Relation Quiz | SandTray | Dance | Total Topic # Subtopics | Quiz | SandTray | Dance
contextual 5 10 - 15 Hobbies 10 0 7 3
non contextual 18 21 2 41 Diabetes 17 12 5 0
continuation 18 25 3 46 Nutrition 31 2 28 1
Total 102 Friends 2 0 2 0
Adults 2 0 2 0

Table 2: Relation of OAT topic to context Diary 37 20 13 4
Other 3 0 3 0

Topic #no cont. | #cont. | # subdialogues
Hobbies 7 3 3
Diabetes 10 7 11
Nutrition 20 12 14
Friends 2 0 0
Adults 2 0 1
Diary 28 9 17

Table 3: Frequency of topic continuation and num-
ber of subdialogues per topic.

Tab. 2 also shows that contextual topics are rel-
atively more frequent in SandTray than in Quiz,
and absent in Dance.

Tab. 3 shows how often the addressed OAT
topics were continued and the number of subdia-
logues per topic. The length of single topic chains
varies from usually 1 to 3 subdialogues; only in
one case the Diabetes topic was elaborated in 4
subdialogues, prompting the subtopics glycemia,
insuline injections and injection places.

Tab. 4 shows the frequency of raising the var-
ious OAT topics, and also the distribution of OAT
topics across the activities. Recall that Quiz was
the first activity for each child and that the diary
topic should always be raised. It is therefore not
surprising that the diary topic is most often raised
during Quiz. Quiz is also where the diabetes topic
is raised most often. Nutrition, on the other hand,
is most often raised in SandTray. This is because
questions about food choices and preferences fit
well into the context when the child is sorting ed-
ible items. That is also why we find more contex-
tual topics here.

OAT was triggered only in very few cases during
Dance, mostly raising non-contextual topics. Just
in two cases a previous topic was continued: as a
child didn’t understand a question about the diary
during the Quiz game, the topic was raised again
during Dance (I’'m curious. We were talking about
the food diary. Do you remember to fill it in?)
and again continued in a second subdialogue. In
another case, the Dance activity concluded with a
Diary reminder.

Although the diary topic was in a sense obliga-
tory, there are only 4 cases where it is raised as the

Table 4: Frequency and distribution of OAT topics

Topic Pos. | Neg. | Short | Full | Elab | None
Hobbies 1 - 6 1 2 -
Diabetes 6 - 4 5 2 -
Nutrition 10 4 5 8 2 2
Friends 2 - - - - -
Adults 1 - - 1 - -
Diary 10 2 5 7 4
Other - 1 - - 2

Table 5: Form of children’s responses

the first OAT topic. Hobbies, diabetes and nutrition
were the other topics raised first.

5.2 Childrens’ Responses to OAT Prompts

Tab. 5 shows the distribution of children’s re-
sponses to OAT prompts. First of all, the children
mostly did respond. We shall say more about en-
gagement in §5.4, here we concentrate on the sur-
face form and content of the responses.

Brief responses prevail, including yes/no and
their equivalents (cf. (1d)) and short responses
(typically phrases), e.g., naming a food. This re-
flects the fact that OAT prompts were most of-
ten formulated as closed questions, allowing such
short answers (e.g., (1c¢), (1k) again). Neverthe-
less, full-sentence responses such as (le) are as
frequent as short-phrase ones, and have a similar
distribution across topics. There is of course vari-
ation across children: some gave no full response
whereas others gave a few. Moreover, children
seem to give more detailed answers during Quiz
than during the SandTray activity; maybe because
Quiz is actually interrupted by the OAT prompt,
while SandTray usually goes on in parallel.?

On the other hand, the instances where children
elaborated on their response, as in (1f) for exam-
ple, are fewer and not equally distributed: most
occurred in response to the general prompt about
the diary topic, shown in (3).

(3) R Iknow Gabriella gave you a food diary to fill in, it

is very interesting. Would you explain to me how it
works?

%In some cases the child’s answer is even interrupted by
the game-related feedback.
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i. Cl Yes. You enter the meals you eat and the
blood sugar before and after eating.

ii. C2 No - I don’t remember myself so well how to
fill it in.

(3i) exemplifies a positive elaborated answer.
However, most of the other elaborations on this
topic were indications of problems, e.g., the child
did not know how to fill in the diary, as in (3ii), or
has not yet received it.

5.3 Childrens’ OAT Initiative-Taking

We were delighted to observe that the children
sometimes grabbed the initiative and raised an
OAT topic themselves. It happened in 20 subdia-
logues, which we consider a high occurrence com-
pared with the 102 robot’s OAT subdialogues.

In 17/20 cases the child asked something about
the robot. Most frequent (10/17) was reciproca-
tion of OAT topics, such as nutrition, e.g., asking
whether the robot also likes a given food (3); what
it’s favorite food is (2); how often it eats fruit (1);
or hobbies, e.g., what the robot does in spare time
(2); whether it does any sport (1); whether it likes
a given sport (1). In the other cases (7/17) the child
brought up a new topic: what is the robot’s name
(1)%; how old it is (1); does the robot have diabetes
(2); why would it need a diary (1); why should it
be afraid of needles (1); how does it know how
cheese tastes (1). A new topic was sometimes
brought up out of the blue and sometimes as the
child’s follow-up to something the robot said.

In the 3/20 cases where the child’s initiative was
not asking something about the robot, the child
asked whether the robot wanted to discuss any
other topic (1); requested an explanation of the di-
ary function (1); and disputed whether pizza was a
good food choice (1).

5.4 Engagement

As already said, children mostly did respond to the
OAT prompts. Moreover, noone ever turned down
an explicit OAT-permission check, such as that in
(1a) or (1i). Not surprisingly, there are individual
differences between children in terms of how read-
ily they engage in OAT. There are many instances
of OAT where the children engage very naturally,
respond friendly and elaborate, reciprocate, and
even take the initiative, as discussed above. But
there are also cases like (4) where there appears

3The robot normally introduces itself by name at the be-
ginning of the interaction. In this case, the session was con-
tinued after a technical problem.

to be reluctance, the responses are terse, and the
child may request to return to the main activity.

4) R Do you like dancing?
C Yes.

R Same here.

&0 op

C Shall we play another game?

Only one child very much resisted engagement
in OAT altogether. His responses were inaudible,
mono-syllabic or simply absent (cf. (5¢)—(5f)):

(®)] R What’s the weirdest food you’ve ever tried?
C Hot dog.
R Is it good?

R What are your favorite foods?

o a0 o p

R I know Gabriella gave you a food diary to fill
in, it is very interesting. Would you explain to
me how it works?

f. R1If you don’t want, doesn’t matter. Just remem-
ber to fill it in, it’s important.

g. C Okay.

h. R Is there something you’d like to ask me?
i. CNo.

J. R Okay.

We carried out an annotation of engagement: 3
annotators (native speakers of Italian, 2 of the au-
thors and the psychologist who was involved in the
experiment) annotated every OAT subdialogue on
a 5-point scale: 1 - passive, uninterested (not par-
ticipating); 2 - annoyed; 3 - courteus, neutral; 4 -
interested; 5 - very interested.

To measure inter-rater agreement, we computed
Kendall’s W. It was quite high at a value of 0.87.
The annotators reported that the most important
factors for the annotation are intonation and the
manner of the answer.

We observed informally a decline in the chil-
drens’ engagement in OAT later in the interac-
tions. This was particularly so for OAT about diary
or diabetes, while topics like free time or nutri-
tion (favorite foods, weirdest food) were usually
answered more willingly. However, there is no
statistically confirmed general trend that engage-
ment drops. It is clearly true for some children,
while others maintain more or less the same level.
Due to large individual variety we cannot conclude
what system behavior triggers engagement.

It may be tempting to use the number of turns
or subdialogues as a measure of the child’s en-
gagement in OAT. However, this is not the case,
because sometimes the robot asks more times to
get a satisfying answer. All annotators found that
the most positive interaction is the one in which
the child speaks with the robot as if it were a real
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play mate and not just a robot. This child has as
many turns as others who seemed to become an-
noyed at the end of the interaction. Full responses
do not appear to correlate with engagement either,
but rather with the topics and the question type.

6 DISCUSSION AND CONCLUSIONS

In this paper we present the analysis of OAT sub-
dialogues collected in a WOZ experiment with
a conversational human-robot interaction system
designed to provide, through different activities,
useful contents to children with type I diabetes
with the aim to help them in managing their condi-
tion. We investigate the distribution and character
of OAT subdialogues and the responses of the chil-
dren to the system-triggered OAT stimulation and
observe the following: (1) children generally re-
spond to the robot’s prompt; (2) majority of full
and elaborated responses occured on the diabetes
topic; (3) the majority of responses on other top-
ics are brief, which is likely at least partially due
to their formulation of the prompts as closed ques-
tions; (4) a valuable number of children initiated
OAT addressing the robot, thus making obvious
the requirement to formulate a consistent back-
ground story for the robot character as part of the
OAT design; (5) most of the children conducted
the dialogue with the robot in a very natural way
(e.g., they were engaged and interested, recipro-
cated OAT); (6) the engagement of some children
decreased with the progress of the interaction.

Apparent lack of engagement is hard to inter-
pret, because it is impossible to distinguish be-
tween disinterest in OAT topics as such (e.g., due to
personality traits), or a reluctance to disclose per-
sonal information, or simple interest in and con-
centration on the main activity. Regarding the ob-
served decreased interest in OAT with the progress
of the interaction, we have also to take into ac-
count the fact that the system response was often
extremely delayed or fragmentary and the synthe-
sized speech output was hard to understand for
long/complex utterances. Our aim in the near fu-
ture is to automate OAT, so as to avoid long waiting
times due to the wizard’s typing.

On the other hand, the results obtained in this
study are admittedly idealized due to the fact
that there was no noise due to speech recogni-
tion and/or interpretation errors. In future work
we need to study strategies for coping with these,
as well as possible alternative OAT strategies and

the adaptation of the system behavior to that of the
child, in various respects.

Besides engagement, OAT has also a tangible
effect on the relationship building process: ob-
servers (the psychologist and experimenters) note
that when the robot asks more personal questions
focused on the child, the child becomes curious
and surprised. In a number of cases this leads to
reciprocal questions, so as to start a “real” conver-
sation with a friend who cares about their interests,
habits, feelings, thus corroborating the evidence
presented in (Kruijff-Korbayova et al., 2014). The
fact that the children ask similar questions sug-
gests that they imagine that the robot can have sim-
ilar habits and preferences (even also about food
or having diabetes, which is irrational if we con-
sider it disengaged from the coversation). This
perceived “humanization” of the robot fosters the
concept of OAT as a means for observation and
eliciting self-disclosure by the care givers, exert-
ing a different approach in a sort of engaging and
warming interaction (from an emotional point of
view) and triggering, for example, a positive inter-
play between the establishment of a relationship
and the adherence to specific medical guidelines.

In (Kruijff-Korbayova et al., 2014) we report
findings concerning the overall effect of OAT: We
have qualitative evidence that the presence of OAT
during the individual interactions is linked both to
a positive effect on the children’s perception of the
robot, inducing them to see it as a friend and then
feeling free and at ease during the playing session,
and to a better adherence towards specific medical
guidelines like filling in a nutritional diary. More-
over, we found a statistically significant correla-
tion between the presence of OAT in the interaction
and the propensity of children to plan and partic-
ipate in further interaction(s) with the system, in
comparison to the non-OAT condition. An interest-
ing topic for future work is to investigate whether
any of the OAT characteristics studied in the cur-
rent paper correlate with the overall effect of OAT.
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Abstract

This paper explores the possibility of us-
ing interactions between humans to obtain
appropriate responses to Out-of-Domain
(OOD) interactions, taking into consider-
ation several measures, including lexical
similarities between the given interaction
and the responses. We depart from interac-
tions obtained from movie subtitles, which
can be seen as sequences of turns uttered
between humans, and create a corpus of
turns that can be used to answer OOD in-
teractions. Then, we address the prob-
lem of choosing an appropriate answer
from a set of candidate answers, combin-
ing several possible measures, and illus-
trate the results of our approach in a simple
proof-of-concept chatbot that is able deal
with OOD interactions. Results show that
61.67% of the answers returned were con-
sidered plausible.

1 Introduction

Recent years have witnessed the appearance of vir-
tual assistants as a ubiquitous reality. Well-known
examples include Siri, from Apple, Anna, from
IKEA, and the buttler Edgar Smith, at Monserrate
Palace (see Fig. 1).

Such systems are typically designed to inter-
act with human users in well-defined domains,
for example by answering questions about a spe-
cific subject or performing some pre-determined
task. Nevertheless, users often insist in con-
fronting such domain-specialized virtual assistants
with OOD inputs.

Although it might be argued that, in light of
their assistive nature, such systems should be fo-
cused in their domain-specific functions, the fact
is that people become more engaged with these
applications if OOD requests are addressed (Bick-
more and Cassell, 2000; Patel et al., 2006).

Iidos 't follow any spont:

Figure 1: The virtual buttler, Edgar Smith, which
can be found at Monserrate Palace, in Sintra, Por-
tugal (Fialho et al., 2013).

Current approaches are able to address specific
OOD interactions by having the system designer
handcraft appropriate answers. However, it is un-
likely that system designers will be able to suc-
cessfully anticipate all the possible OOD requests
that can be submitted to such agents. An alterna-
tive solution to deal with OOD requests is to ex-
plore the (semi-)automatic creation/enrichment of
the knowledge base of virtual assistants/chatbots,
taking advantage of the vast amount of dialogues
available at the web. Examples of such dialogues
include those in play/movie scripts, already used
in some existing systems (Banchs and Li, 2012).

In this paper, we follow (Ameixa et al., 2014)
and adopt an alternative source of dialogues,
namely movie subtitles. The use of movie subtitles
brings two main advantages over scripts and other
similar resources. First, the web offers a vast num-
ber of repositories with a comprehensive archive
of subtitle files. The existence of such collection
of subtitle files allows data redundancy, which can
be of great help when selecting the adequate reply
to a given OOD request. Secondly, subtitles are
often available in multiple languages, potentially
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enabling multilingual interactions.

Our approach can be broken down into two
main steps, representing our contributions. First,
we describe the process of building an improved
version of Subtle, a corpus of interactions, created
from a dataset of movie subtitles. Secondly, we
describe a set of techniques that enables the selec-
tion/retrieval of an adequate response to a user in-
put from the corpus. The proposed techniques are
deployed in a dialogue engine, the Say Something
Smart (SSS), and an evaluation is conducted illus-
trating the potential behind the proposed approach
in addressing OOD interactions.

This paper is organised as follows. Section 2
surveys some related work. Section 3 describes
the construction of the Subtle corpus. The SSS
engine is described in Section 4 and Section 5
presents the results of a preliminary evaluation.
Section 6 concludes, pointing directions for future
work.

2 Related work

Virtual assistants have been widely used to ani-
mate museums all over the world. Examples in-
clude the 3D Hans Christian Andersen (HCA),
which is capable of establishing multi-modal con-
versations about the namesake writer’s life and
tales (Bernsen and Dybkjaer, 2005), Max, a virtual
character employed as guide in the Heinz Nixdorf
MuseumsForum (Pfeiffer et al., 2011), the twins
Ada and Grace, virtual guides in the Boston Mu-
seum of Science (Traum et al., 2012) and Edgar
Smith (Fialho et al., 2013), a virtual butler that an-
swers questions about the palace of Monserrate, in
Sintra, Portugal (see Fig. 1).

However, and despite the sophisticated technol-
ogy supporting these (and similar) systems, they
are seldom able to properly reply to interactions
that fall outside of their domain of “expertise”?,
even though such interactions are reported as quite
frequent. For instance, Traum et al. (Traum et al.,
2012) report that 20% of the interactions with Ada
and Grace are inappropriate questions.

In order to cope with such OOD interactions,
several approaches have been proposed in the lit-
erature. For example, when unable to understand a

'In this paper, we will focus on English, although some
experiments with Portuguese were also conducted.

2Check http://alicebot.blogspot.pt/
2013/07/turing-test—-no-sirie.html to see Siri
(Apple’s virtual assistant) answers to the 20 questions of the
2013 Loebner Prize contest.

specific utterance (and formulate an adequate an-
swer), Edgar (Fialho et al., 2013) suggests ques-
tions to the user. In the event that it is repeatedly
unable to understand the user, Edgar starts talk-
ing about the palace. Finally, in order to mitigate
the effect of such misunderstandings on the user’s
engagement and perception of agency, Edgar was
designed to “blame” his age and bad hearing for
its inability to understand the user. In a differ-
ent approach, HCA (Bernsen and Dybkjaer, 2005)
changes topic when lost in the conversation. Also,
much like Edgar, HCA has been designed with
an “excuse” for not answering some questions:
the “virtual HCA” does not yet remember every-
thing that the “real Hans Christian Andersen” once
knew. Max (Pfeiffer et al., 2011) consults a web-
based weather forecast when queried about the
weather, and Wikipedia, when approached with
factoid questions (Waltinger et al., 2011). In (Hen-
derson et al., 2012), a set of strategies to deal with
non understandings is proposed.

Recently, Banchs and Li introduced IRIS
(Banchs and Li, 2012), a chat-oriented dialogue
system that includes in its knowledge sources the
MovieDiC corpus (Banchs, 2012) . The MovieDiC
corpus consists of a set of interactions extracted
from movie scripts that provides a rich set of inter-
actions from which the system can select a plausi-
ble reply to the user’s input.

In this paper we take this idea one step fur-
ther, and propose the use of movie subtitles to
build a corpus for open-ended interactions with
human users. Subtitles are a resource that is easy
to find and that is available in almost every lan-
guage. In addition, as large amounts of subtitles
can be found, linguistic variability can be covered
and redundancy can be taken into consideration (if
a turn is repeatedly answered in the same way, that
answer is probably a plausible answer to that turn).

3 From subtitles to interactions:
Building the Subtle corpus

In this paper we use knowledge bases constituted
of interactions, an approach already used in other
existing systems (Traum et al., 2012). Each inter-
action (adjacent pair) comprises two turns, (7', A),
where A corresponds to an answer to 7', the trig-
ger. The following are examples of interactions:

3We use the word frigger, instead of the usual designation
of question, since not every turn includes an actual question.
Throughout the text, we also use the designations input and
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(Tl: You know, I didn’t catch your age.
How old are you?,
Al: 20)

(T2: So how old are you?,
A2: That’s none of your business)

In this section we describe the process of build-
ing interaction pairs based on movie subtitles.
We designed a configurable process for building
the corpus that takes into consideration the lan-
guage of the subtitles being processed (henceforth,
English and Portuguese) and other elements that
should be considered when building the corpus,
such as the time elapsed between two consecutive
subtitles. Independently of the particular configu-
ration adopted, we refer to the corpus thus built as
Subtle, although different configurations will evi-
dently lead to different corpora. This corpus is an
improved version of the one described in (Ameixa
and Coheur, 2014) and (Ameixa et al., 2014).

3.1 Subtitles: The starting point

We obtained 2Gb of subtitles in Portuguese and
English from OpenSubtitles.* These files are in
the srt format, which consists of a sequence of
slots, each containing the following information:

1. The position of the slot in the sequence.

2. The time indicating when the slot should ap-
pear/disappear on the screen.

3. The content of the subtitle.

A blank line indicates the start of a new slot. An
example of a snippet from a subtitle’s file is de-
picted in Fig. 2.

The 2Gb of subtitle data used includes many
duplicate movie subtitles that were removed. In
particular, we obtained a total of 29,478 English
subtitle files corresponding to a total of 5, 764 dif-
ferent movies. In removing the duplicate entries,
we selected the subtitle file containing the largest
number of characters. Similarly, we obtained a to-
tal of 14, 679 Portuguese subtitle files correspond-
ing to a total of 3,701 different movies. In the
end, the Subtle corpus was built from 5, 764 En-
glish subtitle files and 3,701 Portuguese subtitle
files.

request to refer to user turns.
*nttp://www.opensubtitles.org/

770
01:01:05,537 —-> 01:01:08,905
And makes an offer so ridiculous,

771
01:01:09,082 -—> 01:01:11,881
the farmer is forced to say yes.

772
01:01:12,752 ——> 01:01:15,494
We gonna offer to buy Candyland?

Figure 2: Snippet of a subtitle file.

3.2 Extracting interactions from subtitles

We now describe the process of extracting interac-
tions from the selected subtitles files.

Cleaning data

Besides the actual subtitles, there is information
provided in the subtitle files that is irrelevant for
dialogue and should, therefore, be removed. Ex-
amples of portions removed include those contain-
ing:

Characters’ names. Some subtitle files include
the name of the speaker at the beginning of
the utterance (e.g., Johnny: Oh hi, Mark.).
This is particularly useful both when a char-
acter is not appearing on the screen and for
hearing impaired watchers. Since such names
should not be included in the responses of our
system, they were eliminated in every turn
they appear.

Sound descriptions for hearing impaired. It is
also common for subtitle files to include the
sound descriptions being played that are rele-
vant for the watcher to perceive (e.g. [TIRES
SCREECHING]). Such descriptions are not ac-
tual responses, so we removed them from the
corpus.

Font-changing tags. Subtitles sometimes in-
clude tags that video players can interpret
to change the normal font in which the
tagged subtitle is to be displayed (e.g.
<font color="#ffff00" size=14> Sync
by honeybunny </font>). Such tagged
subtitles seldom contained any dialogue
element and, therefore, were eliminated.
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Finding real turns

The main challenge in building the Subtle corpus
is to decide which pairs of consecutive slots in the
subtitle file correspond to an actual dialogue and
which ones do not (and instead correspond, for in-
stance, to a scene change).

In contrast to the version of Subtle described in
(Ameixa et al., 2014), we allow the user to config-
ure the maximum time allowed between two slots
for them to be considered part of a dialogue and
used to build an interaction pair. For example, if
that time is set to 1 second and two slots are sep-
arated by more than that period, they will not be
considered as an interaction pair. However, a hard
time threshold is difficult to set appropriately, and
may lead to useful interactions being discarded
from the corpus, if the corresponding value is not
adequately set.

To mitigate the impact of a hard time threshold,
we also allow the possibility of setting the value
of the maximum time between slots to 0, in which
case all consecutive pairs of slots are considered
to be part of a dialogue and used to construct an
interaction pair. This latter option ensures that the
corpus will contain all the information in the sub-
titles, but also means that many interaction pairs
that are not real interaction pairs in a dialogue
will be present in the corpus. As will soon be-
come apparent, we compensate for this disadvan-
tage by including a “soft threshold” mechanism
when choosing an answer from a set of possible
answers.

Another challenge in processing the subtitles
stems from the fact that there is not a standard
formatting followed by all the subtitle creators.
To handle these formatting differences, we identi-
fied common formatting patterns in the process of
building the Subtle corpus, and specialised, hand-
crafted rules were designed to take care of such
patterns. For instance, when two consecutive sub-
title slots correspond to excerpts of a sentence spo-
ken by one single character, the first utterance usu-
ally ends with an hyphen, a comma or colon, and
the second starts in lowercase.

The snippet of Figure 2 illustrates the aforemen-
tioned situation, and a rule has been designed to
address it, resulting in the interaction:

(T3: And makes an offer so
ridiculous, the farmer is
forced to say yes.,

A3: We gonna offer to buy
Candyland?)

We refer to (Ameixa and Coheur, 2014) for addi-
tional details on other rules.

Finally, we note that the context of each turn
is kept while building of the Subtle corpus. Al-
though such context information is currently not
used in the dialogue system described ahead, it is
still kept as it may provide useful information for
future improvements of the dialogue system. An
excerpt of the resulting Subtle corpus is provided
in Fig. 3.

SubId — 100000

DialogId - 1

Diff - 3715

T - What a son!

A - How about my mother?

SubId — 100000

DialogId - 2

Diff - 80

T - How about my mother?

A - Tell me, did my mother
fight you?

SubId - 100000

DialogId - 3

Diff - 1678

T - Tell me, did my mother
fight you?

A - Did she fight me?

Figure 3: Excerpt of the Subtle corpus obtained
from the subtitle files.

In the example depicted in Fig. 3, SubId is
a number that uniquely identifies the subtitle file
from which the corresponding interaction was ex-
tracted. DialogId is a value used to find back-
references to other interactions in the same con-
versation (the context). Diff is the difference in
time (in milliseconds) between the trigger and the
answer as registered in the subtitle file. Finally,
T and A are the trigger and the answer, respec-
tively. Note that, in the second interaction featured
in the example of Fig. 3, it is very likely that both
the trigger and the answer are spoken by the same
character. This observation is also supported by
the fact that the time difference between trigger
and answer is very small. As already mentioned,
the time difference will be taken into considera-
tion when selecting the answer to an input by the
user, both by weighting down answers with a time
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difference that is too small (as in the example) or
too large.

3.3 The Subtle Corpus: Some numbers

Table 1 summarizes some information regarding
the Subtle corpus, generated when the time thresh-
old between two slots is set to 0.

Table 1: Summarized information regarding the
Subtle Corpus.

English
# Movies # Movies ok # Interactions Average
5,764 5,665 5,693,811 1,005
Portuguese
# Movies # Movies ok # Interactions Average
3,701 3,598 3,322,683 923

Some subtitle files did not comply with the
usual srt format and were discarded. In En-
glish, from the initial 5,764 subtitle files (listed
under # Movies in Table 1), 99 were discarded and
only 5, 665 files were used (listed under # Movies
ok in Table 1). In Portuguese, from the initial
3,701 files, 3,598 were used to build the corpus.
The processing of these files resulted in a total of
5,693, 811 English interaction pairs (listed under
# Interactions in Table 1) and 3,322,683 Por-
tuguese interaction pairs, with an average number
of interactions per file of 1,005 for English and
923 for Portuguese (# Average in Table 1).

4 The Say Something Smart Engine

In this section we describe the process of choos-
ing an answer, being given an input from the user.
When a user poses his/her request, this input is
matched against the interactions in the Subtle cor-
pus, and a set of answer candidates is retrieved.
Then, a response needs to be chosen from the can-
didate answers. To this end, we index the Subtle
corpus and extract a set of candidates; we score
these candidates considering several measures and
finally return the answer corresponding to the one
attaining the best score.

In the continuation, we describe the indexing
and selection process in further detail.

4.1 Corpora indexing and candidate
extraction
Say something smart (SSS) uses Lucene’ to index

5http://lucene.apache.org

the Subtle corpus and its retrieval engine to obtain
the first set of possible answers, given a user in-
put (Ameixa et al., 2014). Lucene works with tok-
enizers, stemmers, and stop-word filters. We used
the default ones for English, and the snowball an-
alyzer for the Portuguese language.®

In the following we illustrate some of the re-
trieved interactions, considering the user input
“Do you have a brother?”:

(T4: You don’t have to go,
brother.,
A4: I'm not your brother.)

(T5: You have a brother?,
A5: Yeah, I’ve got a brother,
man. You know that.)

(T6: Joe doesn’t have a brother?,
A6: No brother.)

(T7: Brother,
paste?,
A’7: What brother?)

do you have tooth

(T8: Have you seen my brother?,
A8: He’s not your brother
anymore.)

The example above illustrates one of the prob-
lems of choosing an appropriate answer. As it
can be seen, many of the interactions returned by
Lucene have triggers that are not really related
with the given input.

4.2 Choosing the answer

Given a user request u, Lucene retrieves from the
set I of all interactions a subset U of N interac-
tions, U = {(T;, A;),i =1,..., N}. Each inter-
action (73, A;) € U is scored according to each
of a total of four measures. The final score of
each answer A; to the user input u, score(A;, u),
is computed as a weighted combination of the 4
scores Mj,j=1,...,4:

4
score(A;,u) = ijMj(U,ﬂ,Ai,U), (D
j=1

where wj is the weight assigned to measure M. j.7
The four measures implemented are described
in the following.

6http://snowball.tartarus.org/
7 All the measures to be applied and the associated weights
can be defined by the user.
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Trigger similarity with input The first mea-
sure, M1, accounts for the Jaccard similarity (Jac-
card, 1912) between the user input and the trigger
of the interaction. For instance, given the input
“What’s your mother’s name?”, and the interac-
tions:

(T9: How nice. What’s your
mother’s name?,
A9: Vickie.)

(T10: What was your
mother’s name?,
Al0: The mother’s name
isn’t important.)

M will assign a larger value to the second interac-
tion, since “What’s your mother’s name ?” is more
similar to T10 than to T9, according with the Jac-
card measure.

The measure M, is particularly important since,
as previously discussed, many of the interactions
returned by Lucene have triggers that have lit-
tle in common with the given input. For exam-
ple, and considering once again the previous input
(“What’s your mother’s name ?”’) some of the trig-
gers retrieved by Lucene were:

Tll: What’s your name?

T1l2: What’s the name your mother
and father gave you?

T13: Your mother? how dare
you to call my mother’s name?.

Response frequency The second measure, Mo,
targets the response frequency, giving a higher
score to the most frequent answer. That is to say,
we take into consideration the corpus redundancy.
We do not force an exact match and the Jaccard
measure is once again used to calculate the simi-
larity between each pair of possible answers. Con-
sider, for example, the request “How are you?”
and the interactions:

T1l4: Where do you live?
Al4: Right here.

T15: Where are you living?
Al5: Right here.

T16: Where do you live?
Al6: New York City.

T17: Where do you live?
Al7: Dune Road.

Mo will give more weight to the answer Right
here, as it is more frequent than the others.

Answer similarity with input We also take into
consideration the answer similarity (Jaccard) to
the user input. Thus, M3 computes the similarity
between the user input and each of the candidate
answers (after stop words removal). If scores are
higher than a threshold it is considered that the an-
swer shares too much words with the user input,
and a score 0 is given to the answer; otherwise,
the attained similarity result is used in the score
calculus, after some normalisations.

Time difference between trigger and answer
Finally, we can use in this process the time differ-
ence between the trigger and the answer (measure
My). If there is too much time elapsed between
the trigger and the answer, it is possible that they
are not a real interaction.

O

To conclude, we refer that in (Ameixa et al.,
2014) a hard-threshold is used to filter the inter-
actions returned by Lucene considering a similar-
ity measure; the most similar answer is used to
decide which response is returned, much like our
measure M. In this paper, we do not apply any
hard-threshold. Instead, we combine a set of four
different measures to score the candidates and se-
lect the one attaining the largets combined score.

5 Evaluation

In this section we describe some preliminary ex-
periments conducted to validate the proposed ap-
proach.

5.1 Evaluation setup

Filipe, depicted in Fig. 4, is a chatbot previously
built to allow user interactions with the SSS engine
(Ameixa et al., 2014). It is on-line since Novem-
ber 2013.3

Using Filipe, we have collected a total of 103
requests made to the original SSS engine by sev-
eral anonymous users. From this set, we removed

81t can be tested in http://www.12f.inesc-id.
pt/~pfialho/sss/
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Say Something Smart (SSS)

Figure 4: Filipe, a chatbot based on SSS.

the duplicates and randomly selected 20 inputs as
a test set for our system.

5.2 Are subtitles adequate?

We started our evaluation with a preliminary in-
spection of Subtle, in order to understand if ade-
quate responses could be found there. Three hu-
man annotators evaluated the first 25 answers re-
turned by Lucene to each one of the 20 requests
from the test set. For each request the annotators
would indicate whether at least one appropriate
answer could be found in these 25 candidate an-
swers returned by Lucene.

The first annotator considered that 19 of the user
requests could be successfully answered and that
one could not, corresponding to the input “What
country do you live?”.

The second annotator agreed with the first anno-
tator in 19 of the test cases. The only different test
case corresponded to the input “Are you a loser?”,
to which the second annotator determined no suit-
able answer could be found in the ones returned
by Lucene.

The third annotator disagreed with both annota-
tors one and two with respect to the input “What
country do you live?”, as he considered “It de-
pends.” to be a plausible answer. Additionally,
this annotator considered that there was no plau-
sible answer to the input “Where is the capital of
Jjapan?”, to which the other two annotators agreed
that “58% don’t know.” was a plausible answer.
Finally, the first and third annotators agreed that
“So what? You want to hit me?”, “Your thoughtless
words have made an incredible mess!” or “Shut
up.” would be appropriate answers to “Are you a
loser?”.

Despite the lack of consensus in these test cases,
the fact is that the three annotators agreed that 17
out of 20 turns had a plausible answer in the set of

answers retrieved by Lucene from the Subtle cor-
pus, which is an encouraging result.

The next step is then to study the best way to
select a plausible answer from the set of candidate
answers retrieved by Lucene. Our framework, pre-
sented in Section 4, is evaluated in the continua-
tion.

5.3 Answer selection

We tested five different settings (S, ..
score each interaction pair:

.,S5) to

e 57 — Only takes into account Mj.

e S5 — Only takes into account M.

S5 — Takes into account M7 and Ms.

Sy — Takes into account M7, Ms and M.
e Sy — Takes into account all four measures.

For the settings S7_4 all measures considered
were given the same weight. For S5, however, the
weights were optimized experimentally, yielding:

e 40% weight for M.
o 30% weight for Mo.
o 20% weight for Ms.
e 10% weight for M.

The test set described in Section 5.1 was again
used, and SSS was tested in each of the five set-
tings S1, . .., S5 described above. The best scored
answer of each log was returned.

In order to evaluate how plausible the returned
answers were, a questionnaire was built. It con-
tained the 20 user request from the test set and the
answers given considering each of the settings (du-
plicate answers were removed). We told the evalu-
ators that those were the requests posed by humans
to a virtual agent and the possible answers. They
should decide, for each answer, if it made sense
or not. Figure 5 shows an extract of the question-
naire. 21 persons filled the questionnaire. Results
are summarized in Table 2.

S1 SQ Sg S4 S5
39.29 4524 4690 61.67 51.19

%

Table 2: Percentage of plausible answers in each
setting.
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Where are you living?

Does not make sense Makes sense

At the mansion Ekling where
you found me

| live in Brooklyn.
Right here.

I'm in the hotel Ibis.

Figure 5: Example of a question in the question-
naire.

We can see that the So setting achieved better
results than Sp, and that S3 (the combination of
measures M7 and M) achieved slightly better re-
sults than the previous two. This suggests that the
combination of the two strategies may yield bet-
ter results than any of them alone. Moreover Sy
(which added the third measure M3) achieved the
best results, with a difference of almost 15% com-
pared to the strategy of S3. The last setting (which
added the M, measure), however, achieved worse
results than Ss.

To conclude, our preliminary evaluation sug-
gests that the similarity between the user request
and the trigger and the answer should be consid-
ered in this process, as well as the redundancy of
the answers.

6 Conclusions and future work

As it is impossible to handcraft responses to all
the possible OOD turns that can be posed by hu-
mans to virtual conversational agents, we hypoth-
esise that conversations between humans can pro-
vide some plausible answers to these turns.

In this paper we focus on movies subtitles and
we describe the process of building an improved
version of the Subtle corpus, composed of pairs
of interactions from movies subtitles. A prelimi-
nary evaluation shows that that the Subtle corpus
does include plausible answers. The main chal-
lenge is to retrieve them. Thus, we have tested sev-
eral measures in SSS, a platform that, given a user
input, returns a response to it. These measures
take into consideration the similarities between the
user input and the trigger/answer of each retrieved
interaction, as well as the frequency of each an-
swer. Also, the time elapsed between the subtitles
is taken into consideration. Different weights were
given to the different measures and the best results
were attained with a combination of the measures:
21 users considered that 61.67% of the answers
returned by SSS were plausible; the time elapsed
between the turns did not help in the process.

There is still much room from improvement.
First, the context of the conversation should be
taken into consideration. An automatic way of
combining the different measures should also be
considered, for instance using a reinforcement
learning approach or even a statistical classifier
to automatically estimate the weights to be given
to each measure. Moreover, semantic informa-
tion, such as the one presented in synonyms, could
be used in the similarity measure; information re-
garding dialogue acts could also be used in this
process.

Also, responses that refer to idiosyncratic as-
pects of the movie should receive a lower score.
Although Ms can be seen as an indirect metric for
this domain-independence (a frequent response is
less likely to come with a strong contextual back-
ground), responses that include names of particu-
lar persons, places or objects should be identified.
However, this strategy is not straightforward, as
some particular responses containing named enti-
ties should not be discarded. This is the case not
only to address factoid questions, but also for in-
puts such as “Where do you live?” or “What is
your mother’s name?”” whenever a pre-defined an-
swer was not prepared in advance.

Currently we are collecting characters’ lan-
guage models, and intend to use these during
the answer candidate selection. Additionally, we
are in the process of combining information from
movie scripts to enrich subtitles, for example by
adding in character names. This added informa-
tion would enable an easier identification of the
dialogue lines of each character as well as creat-
ing specific language models; finally, this could
also allow us to filter some interaction pairs that
represent two lines from the same character.
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Abstract

We describe a method for distinguish-
ing colors in context using English color
terms. Our approach uses linguistic the-
ories of vagueness to build a cognitive
model via Bayesian rational analysis. In
particular, we formalize the likelihood that
a speaker would use a color term to de-
scribe one color but not another as a func-
tion of the background frequency of the
color term, along with the likelihood of
selecting standards in context that fit one
color and not the other. Our approach ex-
hibits the qualitative flexibility of human
color judgments and reaches ceiling per-
formance on a small evaluation corpus.

1 Introduction

A range of research across cognitive science, sum-
marized in Section 2, suggests that people negoti-
ate meanings interactively to draw useful distinc-
tions in context. This ability depends on using
words creatively, interpreting them flexibly, and
tracking the effects of utterances on the evolving
context of the conversation. We adopt a computa-
tional approach to these fundamental skills. Our
goal is to quantify them, scale them up, and eval-
uate their possible contribution to coordination of
meaning in practical dialogue systems.

Our work extends three traditions in computa-
tional linguistics. Our approach to semantic repre-
sentation builds on previous research that empha-
sizes the context dependence and interactive dy-
namics of meaning (Barker, 2002; Larsson, 2013;
Ludlow, 2014). Our approach to pragmatic rea-
soning builds on work on referring expressions
and its characterization of the problem solving in-
volved in using vague language to identify entities
uniquely in context (Kyburg and Morreau, 2000;
van Deemter, 2006). Finally, we take a perceptu-
ally grounded approach to meaning, which allows

us to use empirical methods to induce semantic
representations on a wide scale from multimodal
corpus data (Roy and Reiter, 2005; Steels and Bel-
paeme, 2005; McMahan and Stone, 2014).

We present our ideas through a case study of
the color vocabulary of English. In particular,
we study the problem solving involved in us-
ing color descriptors creatively to distinguish one
color swatch from another, similar color. In our
model, these descriptions inevitably refine the in-
terpretation of language in context. We assume
that speakers make choices to fulfill their commu-
nicative goals while reproducing common patterns
of description. Using corpus data, we are able
to quantify how representative of typical English
speakers’ behavior a particular context-dependent
semantic interpretation is.

Our model naturally exhibits many of the pref-
erences of previous work on vague descriptions.
For example, the system avoids placing thresh-
olds in small gaps (van Deemter, 2006), that is,
in regions of conceptual space that account for lit-
tle of the probability mass of possible interpreta-
tions. In such circumstances, the system prefers
more specific vocabulary, where interlocutors are
more likely to draw fine distinctions (Baumgaert-
ner et al., 2012). Our approach realizes these ef-
fects by simple and uniform decision making that
extends to multidimensional spaces and arbitrary
collections of vocabulary.

We begin the paper by describing the semantic
representation of vagueness in dialogue. Vague-
ness, we assume, is uncertainty about where to
set the threshold in context for the concept evoked
by a term. Speakers have the option to triangu-
late more precise thresholds by interactive strate-
gies such as accommodation, and this helps ex-
plain how vague descriptions can be used to refer
to objects precisely (van Deemter, 2006).

In Section 3, we describe our model of speak-
ers’ decisions in conversation. We focus on speak-
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ers that aim to distinguish one thing from another;
in these cases, we assume speakers aim to choose
a term that’s interpreted so that it fits the target and
excludes the distractor, while matching broader
patterns of language use.

We show how to combine the ideas in Section 4.
We formalize the likelihood that a speaker would
use a color term to describe one color but not an-
other as a function of the likelihood of selecting
standards to justify its application in this context,
along with the background frequency of the color
term. We describe an implementation of the for-
malism and report its the qualitative and quan-
titative behavior in Section 5. It works with a
generic lexicon of more than 800 color terms and
reaches ceiling performance in interpreting user
color descriptions in the data set of Baumgaertner
et al. (2012). While substantial additional research
is required to explore the dynamics of vagueness
in conversation, our results already suggest new
ways to apply generic models of the use of vague
language in support of sophisticated, open-ended
construction of meaning in situated dialogue.

2 The Linguistics of Vagueness

Figure 1 shows an image from a public data set
developed to study how people label images with
captions (Young et al., 2014). One user chose to
distinguish the dogs by calling one brown and the
other tan. Another distinguished the dogs by call-
ing one tan and the other white. Each used the tan
dog to refer to a different dog—yet the way each
described the other dog left no doubt about the
correct interpretation. This variability and context
dependence is characteristic of vagueness in lan-
guage. The dogs in Figure 1 are borderline cases;
there’s no clear answer about whether they are tan
or not, and speakers are free to talk of either, both,
or neither of them as tan, depending on their pur-
poses in the conversation.

In this paper, we explore the descriptive vari-
ability seen in Figure 1. How is it that speak-
ers can settle borderline cases in useful ways to
move a dialogue forward, and how can hearers rec-
ognize those decisions? We won’t consider the
interactive strategies that interlocutors can use to
confirm, negotiate or contest potentially problem-
atic descriptions, although that’s obviously crucial
for successful reference (Clark and Wilkes-Gibbs,
1986), for coordinated meaning (Steels and Bel-
paeme, 2005), and perhaps even for meaning it-

Figure 1: A brown dog and a tan one—or a tan
dog and a white one (Young et al., 2014).

self (Ludlow, 2014). And we won’t consider the
way multiple descriptions constrain one another,
as in Figure 1, although we expect to explain it
as a side-effect of holistic interpretive processing
(Stone and Webber, 1998). We see our work as a
prerequisite for the model building and data col-
lection required to address such issues.

In our view, the users of Young et al. (2014)
are using tan to name color categories. Colors are
visual sensations that vary continuously across a
space of possibilities. Color categories are clas-
sifiers that group regions in color space together
(Giérdenfors, 2000; Larsson, 2013). Color terms
in English also have another sense, not at issue in
this paper, where they refer to an underlying prop-
erty that correlates with color, as in red pen (writes
in red ink) (Kennedy and McNally, 2010).

Empirically, color categories seem to be con-
vex regions (Gérdenfors, 2000; Jager, 2010)—in
fact, we model them as rectangular box-shaped re-
gions in hue—saturation—value (HSV) space. Thus,
color categories involve boundaries, thresholds or
standards that delimit the regions in color space
where they apply; context sensitivity can be mod-
eled as variability in the location of these bound-
aries (Kennedy, 2007). For example, when we cat-
egorize the lighter dog of Figure 1 as being distinc-
tive in its color, we must have a color category that
fits this dog but not the darker one. This category
will group together colors with a suitable interval
of yellow hues, suitable low levels of saturation,
and suitably high values on the white—black con-
tinuum. We can think of this category as one pos-
sible interpretation for the word ran. By contrast,
categorizing the darker dog of Figure 1 as distinc-
tively tan involves choosing a category with dif-
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ferent thresholds for hue, saturation and value—
thresholds that fit the color of the darker dog but
exclude that of the lighter one.

When interlocutors use vague terms in conver-
sation, they constrain the way others can use those
terms in the future (Lewis, 1979; Kyburg and Mor-
reau, 2000; Barker, 2002). For example, if we hear
one or the other dog of Figure 1 described as tan,
it constrains how we will interpret subsequent uses
of the word tan. Concretely, we might update the
perceptual classifier we associate with tan in this
context so that it fits the target dog and excludes its
alternative (Larsson, 2013). We see this as a case
of accommodation, in the sense of (Lewis, 1979).

As speakers, we often count on our interlocu-
tors to accommodate us (Thomason, 1990). We
can use vague terms confidently as long as the dis-
tinction we aim to draw with them is clear in con-
text and as long as our choice is sufficiently in line
with the normal variation in the use of the word,
and therefore uncontroversial (Thomason, 1990;
van Deemter, 2006). Such criteria seem to sup-
port the speaker’s choice in Figure 1 to describe
either dog as tan—provided the speaker provides
a complementary description of the other dog. At
the same time, if we use language in very un-
usual ways, we can expect that our interlocutor
may have difficulty understanding and may be re-
luctant to accommodate us. In other words, to use
vague language effectively, speakers must be sen-
sitive to whether their utterances update the dia-
logue context in a natural way.

A common idea in linguistics and philosophy
is that knowledge of language associates terms
with a probability distribution over categories.
This distribution characterizes speakers’ informa-
tion about the likelihood of different possible in-
terpretations for the term that could make sense
in context (Williamson, 1996; Barker, 2002; Las-
siter, 2009). In other words, vagueness amounts
to uncertainty about where to draw boundaries to
settle borderline cases.

Thus, when we need to settle borderline cases to
generate or understand utterances like the tan dog,
knowledge of meaning lets us quantify how likely
the different resolutions are. In Figure 1, for exam-
ple, knowledge of language says that fan can be in-
terpreted, with a suitable probability, through cate-
gories that pick out just the lighter dog, but that tan
can also be interpreted, with a suitable probabil-
ity, through categories that pick out just the darker

dog. The next section explains how to formalize
the reasoning involved in assessing these proba-
bilities, reviews one instantiation of this reasoning
for learning semantics, and develops another in-
stantiation for distinguishing colors in context.

3 Rational Analysis of Descriptions

Speakers can use language for a variety of pur-
poses. Their decisions of what to say thus depend
on knowledge of language, their communicative
situation, and their communicative goals. Follow-
ing Anderson (1991), rational analysis invites us
to explain an agent’s action as a good way to ad-
vance the agent’s goals given the agent’s informa-
tion. When applied to communication, this ap-
proach allows us not only to derive utterances for
systems but also to infer linguistic representations
from utterances when we know the agent’s com-
municative situation and communicative goals.

We apply this methodology to color descrip-
tions in McMahan and Stone (2014). We infer
linguistic representations from Randall Munroe’s
color corpus! by assuming that subjects’ goals
were to say true things and match a target distri-
bution of utterances. These results are available as
our Lexicon of Uncertain Color Standards (LUX).
We describe this experiment in Section 3.1. We
continue in Section 3.2 by creating a new model
of the task of creating a distinguishing description.
Here the goal is to describe one color, exclude an-
other, and match a target distribution.

3.1 Lexicon of Uncertain Color Standards

Munroe’s corpus was gathered by presenting sub-
jects with a color patch and allowing them to
freely describe it. It’s not interactive language use,
but we use it just to model knowledge of meaning.
Like all crowdsourced data, Munroe’s methodol-
ogy sacrifices control over presentation of stimuli
and curation of subjects’ responses for sheer scale
of data collection. We work with a subset of data
involving 829 color terms elicited over 2.18M tri-
als. Each description is paired with the multiset of
color values on which subjects used it. We model
the data in HSV space, because color categories
generally differ in the Hue dimension.

LUX links color descriptions with context-
sensitive regions in HSV color space. An exam-
ple is shown in Figure 2 for the Hue dimension.

lblog.xkcd. com/2010/05/03/color-survey-results/
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The plot shows a scaled histogram of subjects’ re-
sponses. There is a region on the Hue dimension
which subjects frequently described as yellowish
green with borderline cases on either side of it.

To capture the patterns of human responses, the
rational analysis approach directly models the un-
certainty described in Section 2. For each color
term, speakers have possible standards which can
be used to partition color space; they are unsure
which are at work at any point. For example, the
term yellowish green only fits those Hue values
which are above a minimum threshold, t2o"¢"# (or
7" for short), and below a maximum threshold,
gUpprerH (or 1V H for short). We estimate the dis-
tribution of possible thresholds; they are shown as
the solid black lines in Figure 2.

In choosing to use the color description to fit
a point x in HSV space, speakers make a seman-
tic judgment which constrains the possible stan-
dards. The naturalness of this judgment is mea-
sured in part by the probability mass of possible
standards which allow the description to be used.
For example, the applicability of yellowish green
is the probability of the color value x being be-
tween the minimum and maximum thresholds in
each dimension. For a color description k, this
is mathematically defined fully in Equation 1 and
more compactly in Equation 2.

P(Téower,H<)J~1<T]gpper,H)x

P(Tllgower,S < XS < T]lc]ppenS) %

P(Téower,V<xv<,cl€]pper,V> (1)

= [] P’ <x<t)9 )
de{H,S\V}

The other factor in subjects’ choices is the
saliency of the color term. The saliency of color

_Lower,Hue
-

llowishGreen
Upper,Hue

= TYellowishGreen

Hue
— PYellowishGreen

\l:I Yellowish Green data

Probability

!

Hue

Figure 2: The LUX model for “yellowish green”
on the Hue axis plotted against a scaled histogram
of responses. The ¢ curve, the likelihood of a color
counting as “yellowish green”, is derived from the
T curves representing possible boundaries.
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Figure 3: A Bayes Rational Observer sees a color
patch. The subjective likelihood P(k'"¢(c)|c = x)
describes the likelihood that descriptor £ is true of
the current color ¢ given that it is located HSV
point x. The descriptor k is actually said propor-
tional to this subjective likelihood and a weight
representing how often a label is said when it
is true: P(k“|k'™¢(c)). In Munroe’s data, the
shaded nodes are observed.

KLabels

description k, also called availability and written
as ok), is a background measure of how often
the term is used when it is true. Thus, to pick a
term that fits a color swatch and use language in
a natural way, subjects can pick a color term ac-
cording to the product of availability and subjec-
tive likelihood. Figure 3 summarizes this process
in a graphical model.

In Equation 3 , we introduce a simpler nota-
tion for Equation 2 that we build on in what fol-
lows. We abbreviate P(‘Cé’d <xl< ‘c,l(]’d) as ¢¢ (x9)
and show how ¢¢ (x?) can be defined by cases as a
function of how x¢ is situated with respect to the
lower limit u“¢ and upper limit u”¢ of the thresh-
old distributions:

P >th), x <!
PR <), x>uld (3)

1, otherwise

of (') =

LUX was learned from Munroe’s data by fit-
ting the parameters of the ¢ function for each de-
scription on each dimension independently to the
frequency histogram. For example, the parame-
ters for the ¢ function for yellowish green in Fig-
ure 2 were fit by maximizing the probability that
the bins in the data histogram were sampled from
the ¢ curve with standard Gaussian noise.

3.2 Distinguishing Descriptions

Munroe’s elicitation task is simple; in other set-
tings, people have more complex communicative
goals, such as unique reference. These goals mod-
ulate the link between internal semantic represen-
tation and observed speaker choice. In Munroe’s

110



task, we assume, the speaker sampled from possi-
ble descriptive terms based on terms’ availability
and how likely terms were to fit the target color
value. We now consider how this changes when
speakers aim to differentiate between two objects.

The literature offers a key insight to get us
started: referential expressions are marked as
such, and the scalar structure of vague meanings
gives strong constraints on how vague terms can
be interpreted. For example, the fat pig can only
refer to the fatter of two pigs in the context, a cal-
culation that is easy to add to algorithms for refer-
ring expression generation (Kyburg and Morreau,
2000; van Deemter, 2006). However, things be-
come substantially more complicated in the case
of color, because color is multidimensional and
color categories can be approximated in compet-
ing ways, as with fan in Figure 1.

We approach the problem probabilistically. To
generate likely unique references, the speaker
must sample from possible descriptive terms pro-
portional to terms’ availability, how likely terms
are to fit the target, and how likely terms are to ex-
clude a distractor. This involves integrating over
all possible thresholds, to measure the probability
that a description should be interpreted to include
one color and exclude another. In the ordinary
case where two colors are far enough apart, most
thresholds work, and the approach defaults to the
kinds of natural descriptions seen in descriptions
of colors on their own. However, when the col-
ors become increasingly close, general color de-
scriptions (such as green) no longer are likely to
signal the distinction we need, while more spe-
cific color desc<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>